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During the last several decades, cardiovascular disease has surpassed all others as the leading
cause of mortality in both high-income and low-income countries. The mortality rate from heart
disorders may be lowered with early identification and close clinical monitoring. However, it is
not feasible to adequately monitor patients every day, and 24-hour consultation with a doctor is not
a feasible option, since it requires more sagacity, time, and knowledge than is currently available.

In this study, we examine the Explainable Artificial Intelligence (XAI) technique, namely, the
SHAP interpretability approach, in order to educate the medical professionals about the Explainable
AI (XAI) methods that can be helpful in healthcare. The XAI methods enhance the trust and
understandability of both practitioners and Health Researchers in AI Models. In this work, we propose
a composite Deep Learning model: Bi-LSTM+CNN model to effectively predict heart disease from
patient data. After balancing the dataset, the Bi-LSTM+CNN model was used. In contrast to other
studies, our proposed hybrid deep learning model produced excellent experimental results, including
99.05 % accuracy, 99 % precision, 99 % recall, and 99 % F1-score.
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Сердечно-сосудистые заболевания на протяжении последних десятилетий представляют со-
бой серьезную угрозу здоровью населения во всем мире, независимо от уровня развития стра-
ны. Ранняя диагностика и постоянный медицинский контроль могли бы значительно снизить
смертность от этих заболеваний. Однако существующие системы здравоохранения зачастую не
в состоянии обеспечить необходимый уровень мониторинга пациентов из-за ограниченных ре-
сурсов.

В рамках нашего исследования мы использовали метод SHAP для объяснения работы мо-
дели глубокого обучения Bi-LSTM+CNN, разработанной для прогнозирования сердечно-сосу-
дистых заболеваний. Путем балансировки данных и применения кросс-валидации мы достигли
высокой точности (99,05 %), полноты (99 %) и F1-меры (99 %) модели. Интерпретируемость
модели, обеспечиваемая методом SHAP, повышает доверие медицинских специалистов к по-
лученным результатам и способствует более широкому внедрению искусственного интеллекта
в клиническую практику.

Ключевые слова: объяснимый ИИ, обратное исключение, REFCV, сердечно-сосудистые за-
болевания, здравоохранение, глубокое обучение
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Introduction

As the life standard of people improves their stress levels also rise resulting in an increase in
the number of people with CVD to an alarming rate. Cardiovascular disease is globally still one of
the leading fatal diseases, CVD include coronary artery disease, atrial fibrillation, and other cardiac
or vascular conditions [Aryal et al., 2020]. Additionally, low-income nations are not able to afford
the primary devices such as CT scan electrocardiograms used for detecting cardiovascular disease.
Therefore, the early detection of cardiovascular disease plays a key role in lessening its physical and
social burden on patients.

Heart disease ranks high among the top killers in the US. According to the National Health
and Nutrition Examination Survey (NHANE’s) data from 2013 to 2016, the prevalence of CVD
(including hypertension, coronary heart disease, stroke and heart failure) in adults 20 years of age
or older is 48 % (121.5 million in 2016) [Mozaffarian et al., 2016]. Cardiovascular disease has a wide
variety of possible causes, which makes diagnosis challenging. Among the many clinical indications
that fall within this category are age, cholesterol, diabetes, and hypertension. Latest data available
(2018 World Life Expectancy) shows that Pakistan has one of the world’s highest mortality rates from
cardiovascular disease, ranking 18th overall. The country has 237.98 fatalities per 100 000 inhabitants.
Therefore, making accurate CVD forecasts is of the utmost importance for many reasons, including
preventing severe health outcomes. Medication mistakes seem to be the biggest killer on a global
scale; a little misunderstanding might accelerate death. If more accurate disease prediction could be
made using supervised learning algorithms, healthcare providers may make fewer errors of this sort.
Based on the research done by [Bashir, Qamar, Khan, 2016], scientists have come up with several
supervised learning strategies to improve healthcare accuracy. Using data mining (DM) approaches
to the huge amount of data generated in the medical field one can uncover the hidden pattern for
early clinical prediction. Conducting innovative research in the past decades proved that DM plays an
essential role in the medical field. For effective disease prediction, the available medical data must
be collected and made available for further study. The attributes including blood pressure, cholesterol,
blood sugar and abnormal pulse rate must be considered while diagnosing heart disease [Mohan,
Thirumalai, Srivastava, 2019]. Medical data scientists are very interested in creating tools that might
help with the early diagnosis of heart problems [Bashir et al., 2021]. The issue of CVD categorization
into “Yes” and “No” is addressed in this research. [Ahmad et al., 2023] Suggested a method for
categorization that made use of Hybrid Deep Learning. On the other hand, these models often do not
provide practical means of accurately predicting the onset of cardiac disease. As a result, we classified
CVD presence using several deep-learning methods.

Research objectives

We aim to achieve the following research objectives to accurately predict the onset of
cardiovascular disease (CVD).

1. The objective of this work is to use the Bi-LSTM and CNN deep learning methods to analyze
the data on cardiovascular disease and predict the probability of cardiovascular events.

2. This study aims to assess the proposed Bi-LSTM and CNN methods for predicting cardiovascular
disease, comparing them to the current cutting-edge techniques in the domains of deep learning
and machine learning.

3. The objective of this study is to assess the predictive efficacy of the suggested techniques in
comparison to previous studies.
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Research questions

This work considers following research questions: 1) How to predict CVD by applying a hybrid
deep learning model to analyze the heart disease dataset? 2) What is the efficacy of DL models for
CVD prediction in comparison to other traditional ML classifiers and benchmark studies?

Problem statement

Cardiovascular diseases (CVDs) remain a leading cause of mortality worldwide, necessitating
accurate and efficient diagnostic methods. Artificial neural networks (ANNs) have demonstrated
exceptional accuracy in data mining for cardiac diagnosis, but there remains significant potential
for enhancing their predictive capabilities. This research focuses on exploring various diagnostic
approaches to optimize predictions and address the growing burden of CVDs.

Significance of the research

Our research presents a novel approach to CVD prediction that leverages deep learning
methods. By prioritizing the most salient features and employing a hybrid Bi-LSTM-CNN architecture,
we effectively capture spatial dependencies in patient health data. Our methodology demonstrates
significant potential in accurately predicting CVD, thereby enabling early intervention and improved
patient outcomes.

Research gap

Even though deep neural networks and traditional models of machine learning have turned out
to be effective and are often used for cardiovascular disease diagnosis, most past studies have struggled
to increase categorization levels. Furthermore, selecting the incorrect layers and settings affects the
neural network model’s performance. In this study, we introduced a novel Hybrid deep learning model
combination of Bi-LSTM+CNN for CVD prediction with high accuracy. Also, there has been no study
with combination of Bi-LSTM+CNN augeument with Explainable AI methods. The objective of this
research is to give significant insight into the effectiveness of various architectures in diagnosing CVD
by experimenting with various parameter configuration settings of the proposed hybrid DL model and
comparing their results with benchmark studies. A proposed model for detecting cardiovascular disease
from the provided data is presented, which combines a CNN and a BI-LSTM models.

Literature review

Cardiovascular disease (CVD) refers to any condition that affects the cardiovascular system.
Coronary artery disease (e. g., angina, heart attack), heart failure, hypertensive heart disease, rheumatic
heart disease, cardiomyopathy, arrhythmia, congenital heart disease, valvular heart disease, carditis,
aortic aneurysms, peripheral artery disease, and thromboembolic disease all fall under the umbrella of
cardiovascular disease. Most closely related to coronary artery disease (CAD) is heart failure (HF).
Previously, [Preethi, Selvakumar, 2020] predicted and identified individuals with heart disease, and it
was found that heart failure (HF) is often caused by narrowing or blocking of the coronary arteries.
Traditional machine learning algorithms, including Support Vector Machines, K-Nearest Neighbors,
Random Forests, and Artificial Neural Networks, have been widely applied to predict cardiovascular
disease. These techniques have demonstrated promising results in extracting meaningful patterns from
complex medical data. However, to further enhance predictive accuracy and interpretability, recent
research has explored the potential of deep learning models, particularly those based on neural
networks. This study focuses on leveraging advanced machine learning and deep learning techniques to
improve the prediction of cardiovascular disease. By investigating various diagnostic approaches and
exploring the potential of big data analytics, we aim to develop a robust and accurate predictive model
that can aid in early detection and intervention.
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Machine learning-based hearth disease prediction

Heart failure is a complex clinical condition that can now affect a larger population. Cardiac
centers and hospitals are significantly dependent on ECG as among the most effective solutions in the
diagnostic process. When applied to the problem of identifying heart disease from relatively small test
datasets, classifiers and popular approaches for encoding categorical data using machine learning have
shown a wide range of surprising outcomes. For example, convolutional neural networks (CNN) were
utilized to extract features without having to learn and understand sequence information. [Ahmad et
al., 2023] presented a deep learning-based system, namely, a convolutional neural network (CNN) with
bidirectional long/short-term memory, for accurately predicting cardiovascular disease from patient
data. By prioritizing and selecting highly rated characteristics in the provided dataset, feature selection
ensured that only the most relevant features were picked. Cardiovascular disease was predicted using
CNN+BiLSTM. Achieved accuracy was reported at 94.507 %. This model is the base model of the
current contribution. This research work aims to improve the work by employing more datasets to
improve accuracy.

A variety of machine-learning models for heart disease prediction have been developed over
the years. A wide variety of machine learning methods such as Logistic regression, Support Vector
Classifiers (SVC), K Neighbour Classifiers, Decision Tree Classifier, Random Forest Classifier, and
Gradient Boosting Classifier. Random Forest Classifier was top-ranked with an accuracy of about 86 %.
Use of better datasets can enhance accuracy of such models. [Nagavelli, Samanta, Chakraborty, 2022]
described several heart disease detection machine-learning methods. They used Naı̈ve Bayes, SVM,
XG Boost. Finally, they used a clinical decision support system for heart disease prediction. They
mainly focused on XGBoost to compare several decision tree classification algorithms in an effort to
enhance the accuracy which is now reported at around 95 %. The use of more attributes can improve
the overall performance. [Patel et al., 2021] reported utilization of various machine-learning techniques
for heart disease prediction. Decision Tree, SVM, ANN, Naı̈ve Bayes, Random Forest, and KNN are
the machine learning methods covered. They achieved an accuracy of 91 %. It is proposed that use of
more complex hybrid models can improve overall accuracy.

CVD prediction using supervised and unsupervised learning

[Gupta et al., 2022] conducted research on heart disease prediction using supervised learning
techniques. K-Nearest Neighbour, Decision Tree, Logistic Regression, Naı̈ve Bayes, and a support
vector machine (SVM) model are just a few of the supervised learning methods used to predict cardiac
illness using a dataset obtained from the UCI repository. Findings show, that Logistic regression
outperformed the other supervised classifiers. Since the number of false negatives in this model is
quite low in comparison to that of other models (based on the overall confusion matrix). The ensemble
techniques, on the other hand, can improve the classifier’s accuracy. Logistic Regression achieved the
highest accuracy of 92 %. Detailed algorithm analysis was proposed as a possible venue to improve
overall performance of the method. [Chen et al., 2022] conducted research on data collected from the
National Center of Biotechnology Information (NCBI). According to the findings, the primary risk
variables for hypertension were body mass index, age, genetics, and waist circumference. Compared to
the other machine learning model’s validation results indicated that Random Forest performed better
than other predictors. Accuracy achieved through RF was reported at 82 %. Overall, among ML’s many
other benefits, its ability to process vast amounts of clinical data based on a well-defined algorithm
helps physicians make decisions in the clinic and ameliorate patients’ outlook in recovery.

CVD prediction using feature selection techniques

Wrapper methods (forward, backward, and stepwise), filter methods (ANOVA, Pearson
correlation, variance thresholding), and embedded methods (Lasso, Ridge, Decision Tree) are the
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three main categories of feature selection techniques. [Dissanayake, Md Johar, 2021] reported on
heart disease prediction using feature selection techniques. The algorithms applied to the Cleveland
heart disease dataset achieved an accuracy of 88.52 %. The use of hybrid (assemble) techniques was
proposed to improve overall heart disease prediction results. [Pescatello et al., 2021] presented a new
hybrid feature selection technique to pinpoint the most crucial characteristics. The study included
a comparison of standard feature selection algorithms, including maximum relevance and minimum
redundancy (mRMR), Relief, agentic algorithm, and least absolute shrinkage and selection operator
(LASSO). Numerous classifiers were used. The accuracy of the random forest algorithm was 89.8 %.
More accuracy can be achieved by employing hybrid feature selection techniques.

[Alim et al., 2022] performed a study related to Principal Component Analysis and Classification
Techniques, tried to improve the overall performance of heart disease prediction algorithms by utilizing
multiple PCA-based methods. The K Nearest neighbor and Random Forest models are applied to the
datasets by the authors, who then assess the model’s performance with and without PCA, to determine
which strategy produces the best results. The Random Forest (RF) method combined with principal
component analysis (PCA) reduction yielded a higher classification score of 91 %.

Combined reinforcement multitask progressive time-series networks

[Li et al., 2022] proposed a heart disease prediction model based on combined reinforcement
multitask progressive time-series networks. Experimental findings demonstrate that the model’s

Table 1. Summary of studies, methods, results, and limitations

Study Methods Results Limitations
Ahmad et al. 2023 CNN+BiLSTM 94 % Requires additional embedding

techniques (e. g., Word2vec)
Joshi et al. 2023 Logistic regression, Support Vector

Classifiers (SVC), K Neighbour
Classifiers, Decision Tree, Random
Forest, Gradient Boosting

86 % Insufficient features can limit
the model’s ability to capture
complex patterns

Nagavelli et al. 2022 Naı̈ve Bayes, SVM, XGBoost 95 % Performance may degrade with
insufficient features

Patel et al., 2020 Decision Tree, SVM, ANN, Naı̈ve
Bayes, Random Forest, KNN

91 % Hybrid models are needed
to further enhance prediction
accuracy

Gupta et al. 2022 K-Nearest Neighbour, Decision
Tree, Logistic Regression, Naı̈ve
Bayes, SVM

92 % Requires detailed algorithm
analysis for optimized
performance

Chen et al. 2022 K-Nearest Neighbour, Decision
Tree, Logistic Regression, Naı̈ve
Bayes, SVM

82 % Limited feature set impacts
model accuracy

Dissanayake et al. 2021 Filter methods (ANOVA, Pearson
correlation, variance thresholding),
embedded methods (Lasso, Ridge,
Decision Tree)

88.52 % Combining hybrid techniques
is critical for better predictive
performance

Linda et al. 2021 mRMR, Relief, agentic algorithm,
LASSO

89.9 % Hybrid techniques require
careful parameter tuning for
improved prediction

Alim et al. 2022 K-Nearest Neighbour, Random
Forest

91 % Accuracy depends heavily on
larger, high-quality datasets

Wenqi et al. 2022 Combined Reinforcement Multitask
Progressive time-series networks

93 % Complexity may limit
generalization and real-world
applicability
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numerous tasks interact with each other to provide superior outcomes compared to other state-of-the-art
approaches following deep reinforcement learning. The accuracy achieved was reported at 93 %. By
exchanging parameters among models doing different tasks, the models may learn from each other and
improve their performance.

Methodology

The proposed framework employs a hybrid deep learning architecture, combining the strengths
of Bidirectional Long Short-Term Memory (Bi-LSTM) and Convolutional Neural Networks (CNNs),
to accurately predict the onset of cardiovascular disease (CVD). The dataset, initially collected
and preprocessed, undergoes balancing techniques to address potential class imbalances and feature
scaling to ensure numerical stability. The trained model is evaluated using a suite of metrics,
including accuracy, precision, recall, and F1-score, to assess its predictive performance. To enhance the
model’s interpretability and trustworthiness, Explainable AI techniques are applied, enabling a better
understanding of the decision-making process and promoting transparency in the clinical application
of the model.

Dataset

In this work, the “heart disease” dataset is accessed through the UCI machine learning repository.
In total, four datasets are utilized in this research. Some of the data i. e., Cleveland, Hungary,
Switzerland, and Long Beach V, date back to 1988. All reported tests pertain to employing a selected
number of 14 of its 76 features, including the anticipated attribute. The patient’s cardiovascular status is
shown in the “target” column. It has two integer values: 0 indicates no illness and 1 indicates presence
of the disease.

The dataset utilized in this study consists of 1025 instances, each characterized by 14 real-valued
attributes. These attributes, outlined in Table 2, encompass a range of clinical and demographic factors,
including age, sex, chest pain type, resting blood pressure, serum cholesterol levels, fasting blood
sugar, electrocardiographic results, maximum heart rate, exercise-induced angina, ST depression, ST
slope, number of major vessels, and thallium stress test results. The dataset is notably free of missing
values, confirming data integrity and facilitating robust model training. To ensure model evaluation
and prevent overfitting, the dataset was partitioned into training, validation, and testing sets. The
training set, comprising 80 % of the data, was utilized to train the machine learning models. The
remaining 20 % of the original dataset was reserved as a testing set for unbiased evaluation of the final
model’s performance.

Table 2. Heart disease dataset attributes

No. Attributes (description)
1 Age
2 Sex
3 Chest pain type (4 values)
4 Resting blood pressure
5 Serum cholesterol in mg/dl
6 Fasting blood sugar > 120 mg/dl
7 Resting electrocardiographic results (values 0, 1, 2)
8 Maximum heart rate achieved
9 Exercise induced angina
10 Oldpeak = ST depression induced by exercise relative to rest
11 The slope of the peak exercise ST segment
12 Number of major vessels (0–3) colored by flourosopy
13 Thal: 0 = normal; 1 = fixed defect; 2 = reversable defect
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Data preprocessing

To ensure optimal model performance, data pre-processing is a crucial step. Feature scaling,
a technique that normalizes data to a common scale, is applied to the dataset. This process involves
standardizing the features using the following formula:

ci =
xi − x

σ
,

where ci is the standardized value, xi is the original value, x is the mean, and σ is the standard deviation.
To address the class imbalance issue, where the number of instances in the majority class

significantly outweighs the minority class, we employ an oversampling technique. This technique
involves replicating instances from the minority class to achieve a more balanced distribution. By
balancing the dataset, we mitigate the risk of the model being biased towards the majority class.

To effectively predict CVD, we propose a hybrid deep learning model that combines the strengths
of Bi-LSTM and CNN architectures. This hybrid model leverages the ability of Bi-LSTM to capture
long-range dependencies in sequential data and the ability of CNN to extract relevant features from the
input data.

Bi-directional LSTM layer

Recently, there has been much interest in the Bi-LSTM model due to its increased ability to
retain sequence information by accounting for both historical and future information, all of which are
equally significant [Asghar et al., 2021]. Because traditional RNNs suffer from the vanishing gradient
problem, limiting their ability to capture long-term dependencies, and LSTMs, while addressing this
issue, still struggle with bidirectional context understanding, Bi-LSTMs have emerged as a powerful
solution [Alghazzawi et al., 2021]. The BiLSTM network consists of both backward and forward-
looking LSTM subnetworks. Using a supplied sequence of (n1, n2, n3, . . . , nn) words, the BiLSTM
generates both “ahead” and “in reverse” hidden layer vector. Concatenating the left and right sequence

representations
→
H =

←
H,

→
H yields the output sequence (H1, H2, H3, . . . , Ht). Then, concatendated

vectors can be used in the top layer, which is responsible for making predictions for each input [Asghar
et al., 2021].

The forward and backward LSTM layers are computed as follows:
Forward LSTM:

Fg = σ(NaMg +Waqg−1 + Ka), (1)

Ig = σ(NbMg +Wbqg−1 + Kb), (2)

Og = (NcMg +Wcqg−1 + Kc), (3)

˜CG = (NdWg +Wdqg−1 + Md), (4)

Cg = Fg �Cg−1 + Ig � ˜CG, (5)

Hg = Og �Cg. (6)

Backward LSTM:

Fg = σ(NaMg +Waqg+1 + Ka), (7)

Ig = σ(NbMg +Wbqg+1 + Kb), (8)

Og = (NcMg +Wcqg+1 + Kc), (9)

˜CG = (NdWg +Wdqg+1 + Kd), (10)

Cg = Fg �Cg+1 + Ig � ˜CG, (11)

Hg = Og �Cg. (12)
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Here, m is the size of the input value and n is the size of the cell state. Mg stands for the size
of the vector. Na, Nb, Nd, and Nd are the initial values of the weights in the input matrix. Wa, Wb,
Wd, and Wd denote the matrix weights of the output gate. Ka, Kb, Kd, and Kd serve as the bias vector
representations. The activation function (sigmoid) is denoted by σ.

Dropout layer
The purpose of the dropout layer is to stop the neural network from overfitting data and

generalize better. The dropout parameter, or rate, covers a range from 0 to 1, and its value usually
set to 0.2. A dropout layer can arbitrarily block or erase neuron activity, depending on how it is applied
to the Bi-LSTM layer.

Convolutional Neural Networks (CNN)

Convolutional neural networks (CNN) models consist of three key layers: a flatten layer, which
converts the output of the pooling layer into a one-dimensional feature vector; a max pooling layer,
which reduces the dimensionality of the input data while retaining its most important information;
and the convolutional layer, which extracts relevant features from the input through convolutional
operations. These layers work together to progressively learn and represent spatial hierarchies in the
data, enabling CNNs to effectively perform tasks like image classification and pattern recognition.

SHAP

One of the Explainable AI approaches, Shapley Additive Explanations (SHAP), is utilized to
calculate the importance of features [Lee et al., 2023]. This method is used to calculate the SHAP
value for each and every attribute in the deep learning model to understand the contribution of each
feature on the target value. The conditional expected value of deep learning is utilized to calculate
the SHAP value for each feature. A Shapley value from cooperative game theory allocates the total
benefit that is achieved through cooperation among game contestants based on the contributions of
each member. One can calculate the SHAP value using the formula below (in practical setting SHAP
values are sampled to reduce computational complexity) [Lundberg, 2017]:

φi( f ) =
∑

S⊆{1, ...,M}\{i}

|S |!(M − |S | − 1)!
M!

[

f (S ∪ {i}) − f (S )
]

,

where φi( f ) is the SHAP value of attribute or feature i for the model f , M is the total number of
features, S is a subset of features excluding feature i, |S | denotes the cardinality of the subset S ,
f (S ) is the output of the model when considering only the features in S , and f (S ∪ {i}) is the output of
the model when including feature i in addition to the features in S .

Process for the SVD prediction model

The CVD Prediction Model follows a structured approach to classify whether a person has
cardiovascular disease (CVD) based on the input features. First, the dataset is prepared by loading the
CVD data in CSV format, splitting it into training and testing sets (we’ve used standard functions from
Scikit-Learn), and converting the data into integer sequences to be used by the model. Pre-processing
steps, such as normalization, are performed to ensure the data is ready for training.

Next, the model is constructed using a sequential architecture. A Bidirectional LSTM layer
is added to capture both past and future sequence information, which is useful in time-series or
sequential data. A Dropout layer is introduced to prevent overfitting by randomly disabling neurons
during training. The Conv1D layer is applied to extract meaningful features from the input sequences,
followed by a MaxPooling1D layer. The output from these layers is then flattened into a vector, which
is passed through a Dense layer with a sigmoid activation function to classify the data into one of two
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categories: “yes” (CVD present) or “no” (CVD absent). The model then is compiled with an appropriate
loss function, optimizer, and performance metrics.

Finally, the model is evaluated using the test data, and the CVD prediction is returned. This
model leverages the strengths of both LSTM for sequence modeling and CNN for feature extraction,
providing an efficient approach for CVD prediction. Overall representation of the process is shown in
the algorithm 1 below.

Algorithm 1. CVD prediction model

1: Input: Heart Disease CVD dataset in .csv format.
2: Output: CVD prediction (“yes” or “no”).
3: 1. Data preparation:
4: 1.1. Load the CVD dataset.
5: 1.2. Split the dataset into training and testing sets.
6: 1.3. Create a vocabulary to map CVD data points to integers.
7: 1.4. Convert data streams to integer sequences.
8: 1.5. Perform data pre-processing steps.
9: 2. Model construction:
10: 2.1. Initialize a Sequential model.
11: 2.2. Add a Bidirectional LSTM layer.
12: 2.3. Add a Dropout layer to prevent overfitting.
13: 2.4. Add a Conv1D layer.
14: 2.5. Add a MaxPooling1D.
15: 2.6. Flatten the output from the previous layers.
16: 2.7. Add a Dense layer with a sigmoid activation function.
17: 2.8. Compile the model with appropriate loss function, optimizer, and metrics.
18: 3. Model evaluation:
19: 3.1. Evaluate the model using the test data.
20: 3.2. Return the CVD prediction: “yes” or “no”.

Results and discussion

In this section, we present the results of experiments from a variety of studies to address the
questions listed in the introduction of this article.

Research question #1: How can cardiovascular disease be predicted using the heart disease
dataset with a hybrid deep learning model?

We have examined and analyzed various deep learning (DL) models before proposing a hybrid
Bi-LSTM+CNN model for diagnosing CVD. This approach allowed us to effectively address the
first research question. Different hyperparameters related to the layers were modified to generate the
Bi-LSTM+CNN models. To identify CVD, Bi-LSTM+CNN models with varying parameter values
were utilized. Several studies were conducted under different settings. Table 2 presents the various
parameters that were used to develop the proposed Bi-LSTM+CNN model.

Ten alternative Bi-LSTM+CNN models were created using different parameter combinations for
“filter number”, “filter size”, and “unit of Bi-LSTM layers” (see Table 3).

The Bi-LSTM-+CNN-10 model, outperformed all other models in terms of accuracy (99.5 %
according to experiments), when there 16 #filters, 6 #filter sizes, and 64 Bi-LSTM units. A number of
models, each with its own set of parameters (see Table 4).

Accuracy, recall, precision, F-score were determined using the standard formulae. Among the
many Bi-LSTM+CNN models compared in Table 4 for accuracy, recall, precision, and F1 score,
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Table 3. Various parameters of Bi-LSTM+CNN model

Parameters Values Parameters Values
Input size 1025 The number of filters 6, 9, 16, 4, 8
Input features 13 Filter size 2, 3, 4, 6
Input dimension 9 to 64 Dropout 0.3
Bi-LSTM unit size 64, 9, 16, 24, 40, 32 Activation function Sigmoid
Number of CNN layers 1 No. of epochs 40, 20, 120, 150
Number of hidden layers 3 Batch size 32, 64

Table 4. 10 different Bi-LSTM+CNN models parameters

Model No. of filters BiLSTM unit size No. of filter size
Bi-LSTM+CNN-1 8 16 2
Bi-LSTM+CNN-2 8 64 2
Bi-LSTM+CNN-3 6 64 2
Bi-LSTM+CNN-4 16 16 4
Bi-LSTM+CNN-5 6 9 2
Bi-LSTM+CNN-6 4 32 4
Bi-LSTM+CNN-7 9 16 4
Bi-LSTM+CNN-8 9 24 3
Bi-LSTM+CNN-9 9 24 4
Bi-LSTM+CNN-10 16 64 6

Table 5. Accuracy, Re-Call, Precision, and F1-score from 10 different Bi-LSTM+CNN models

Model Accuracy Precision Recall F1-score
Bi-LSTM+CNN-1 0.781 0.78 0.78 0.78
Bi-LSTM+CNN-2 0.838 0.84 0.84 0.84
Bi-LSTM+CNN-3 0.838 0.84 0.84 0.84
Bi-LSTM+CNN-4 0.857 0.86 0.86 0.86
Bi-LSTM+CNN-5 0.857 0.86 0.85 0.86
Bi-LSTM+CNN-6 0.867 0.87 0.86 0.87
Bi-LSTM+CNN-7 0.909 0.91 0.91 0.91
Bi-LSTM+CNN-8 0.933 0.93 0.93 0.93
Bi-LSTM+CNN-9 0.957 0.96 0.96 0.96
Bi-LSTM+CNN-10 0.9905 0.99 0.99 0.99

the “Bi-LSTM+CNN-10” model achieved the best results with 99.5 % accuracy, 99 % precision,
99 % F-score.

To examine the effectiveness of our proposed model, the accuracy versus epochs and Loss versus
epochs plots is illustrated in Fig. 1, respectively. The plot accuracy versus epochs shows the capability
of the model to correctly classify over a training set and provide information about model convergence,
and the ability for overfitting or underfitting. Also, loss versus epochs plot gives insight into model’s
optimization and model’s capability to reduce mistakes in prediction.

To enhance the interpretability of the proposed model, we employed Shapley Additive
Explanations (SHAP). SHAP provides a powerful framework for understanding the impact of individual
features on model predictions. By calculating the average marginal contribution of each feature to the
model’s output, SHAP enables identification of most influential factors driving the prediction. This
information allows us to gain insights into the underlying mechanisms of the model. Moreover, SHAP
also allows us to visualize feature importance both globally and locally, providing a comprehensive
understanding of the model’s behavior.

2024, Т. 16, № 7, С. 1651–1666



1662 S. N.Qaisrani, S. Khattak, M. Zubair Asghar, R.Kuleev, G. Imbugwa

Figure 1. Proposed model accuracy and loss vs epoch plot

As shown in Fig. 2, slop = 2, thal = 3, and oldpeak = 0 are the most important feature values
influencing the opinion of model that the patient has a heart problem. The feature values influencing
the decision of the model that the patient does not have a heart problem are ca = 1. This is possibly
the most important factor, as it shows that the patient has no blocked vessels.

Figure 2. SHAP plot generated Local (top) and Global (bottom) explanation of signal instance

Global predictions made by the model can be seen in Fig. 2. Using the SHAP Values, the base
value was determined to be −0.1526. Accordingly, the patient is considered to be suffering from the
disease if the total value is greater than −0.1526, and not to have the disease if it is lower than −0.15266.
The red portion of the graph causes the prediction to rise, while the blue portion pushes it downward.
Accordingly, the cases where a person has a lot more red-colored features are typically 1 means they
have a disease and vice versa. At diverse values the impact of attributes on the prediction is visualized
by using a summary plot graph as shown in Fig. 3. The attributes or features that add more value to
the model than the bottom values are on top. The value of attributes is visualized by colour such that
blue indicates low, purple indicates medium and red indicates high.

КОМПЬЮТЕРНЫЕ ИССЛЕДОВАНИЯ И МОДЕЛИРОВАНИЕ



Efficient diagnosis of cardiovascular disease using composite . . . 1663

Figure 3. Summary plot using SHAP explanation

Research question #2: To what extent can deep learning models can demonstrate efficacy in
predicting CVD in comparison to other traditional ML classifiers and benchmarks studies? In order to
answer the second study question, the effectiveness of the developed Bi-LSTM+CNN model for CVD
prediction was compared to that of various traditional ML classification algorithms and deep learning
classifiers.

Proposed Bi-LSTM-CNN model vs. Machine Learning models
Using patient data, we have compared the recommended hybrid DL model to typical machine

learning approaches. The F1 score, together with precision, accuracy, and recall, was used to evaluate
their performance. With an accuracy rate of more than 87 %, SVM was the most effective of the
machine learning models tested. The outcomes of the suggested model and conventional machine
learning classifiers are summarized in the Table 6.

Table 6. Traditional ML models Vs Suggested model (Bi-LSTM+CNN)

ML model Accuracy Precision Recall F1-score
SVM 0.87 0.87 0.87 0.87
NB 0.79 0.80 0.79 0.79

K-NN 0.81 0.82 0.82 0.82
DT 0.81 0.82 0.82 0.82
RF 0.82 0.83 0.83 0.83

Proposed (BiLSTM+CNN) 0.9905 0.99 0.99 0.99

Proposed model (Bi-LSTM+CNN) vs. Deep Learning

In order to effectively detect CVD based on patient information, our suggested DL model is
compared to existing deep learning approaches comprising Bi-LSTM, RNN, CNN, and LSTM. The
F1 score, recall, accuracy, precision, and other measures are used to assess their performance. Table 7
summarizes the outcomes of all investigated models.
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Table 7. DL models Vs Bi-LSTM+CNN model (proposed)

Name of model Accuracy Precision Recall F1-score
Bi-LSTM 0.83 0.83 0.83 0.83
CNN 0.83 0.84 0.84 0.84
RNN 0.87 0.87 0.87 0.87
LSTM 0.85 0.85 0.85 0.85

Proposed (Bi-LSTM+CNN) 0.9905 0.99 0.99 0.99

The aforementioned comparative studies indicate that with respect to accuracy, f1score recall, and
precision, the recommended Bi-LSTM+CNN deep learning model outperforms along with other DL
models like RNN, LSTM, CNN, and BILSTM. Reliability in classification is enhanced by combining
feature selection techniques with two different DL algorithms.

Baseline research and the suggested model for CVD prediction evaluation
In order to evaluate performance of our model, we compare the proposed DL method to the

precision of the baseline research. By comparing the proposed Bi-LSTM+CNN deep learning algorithm
to the methods from existing literature, we were able to determine its effectiveness. We compare the
proposed model using several benchmarking approaches to see how well it works. By comparing it
with benchmark studies, it shows how our suggested BILSTM+CNN model outperforms it (see below).
However, there are a number of reasons why it could be difficult to conduct an in-depth analysis of
published procedures and provide a comprehensive comparison. Due to utilization of distinct datasets,
and pre-processing procedures it can be challenging to compare various methods. For example, [Ahmad
et al., 2023] use hybrid deep learning to detect CVD. CNN+Bi-LSTM analysis was performed on the
dataset related to heart illness. Among the models, the CNN+Bi-LSTM model demonstrates great
accuracy (94 %) and efficacy. Another study [24] employed three distinct models in their work on
the diagnosis of cardiac disease; of these three approaches, neural networks performed best, with an
accuracy of 93 %.

The work proposed (our model) — a hybrid network, the Bi-LSTM+CNN along with Explainable
AI, is used by the suggested method to classify the CVD. Table 7 compares the performance of the
developed Bi-LSTM+CNN model with similar techniques established for CVD diagnosis. Balanced
data, feature scaling, hypermeter tuning, and the Bi-LSTM+CNN model have all been linked to our
performance in detecting CVD. By utilising the Bi-LSTM layer, historical context may be kept. The
classification of CVD was done using the hybrid model of Bi-LSTM+CNN.

Table 8. Comparison of techniques for CVD diagnosis

Study Techniques Accuracy
Ahmad et al., 2023 Diagnosing CVD with Deep learning 0.94
Salhi et al., 2021 Diagnosing CVD with Machine Learning and Neural Network 0.93
Proposed approach
(BiLSTM-CNN)

CVD diagnosis using a hybrid deep learning model (Bi-LSTM+CNN) 0.99

Conclusions

The amount of healthcare data has increased dramatically, making it more important than ever
to gather and examine this information in order to timely identify people who have CVD. In this
work, we provide an innovative model for CVD detection. The study used a hybrid model, namely,
BiLSTM+CNN, to accurately detect and categorize cardiovascular disease (CVD) using the available
dataset, data processing techniques, and classification methods. In addition, we also augmented the
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classification with Explainable AI (SHAP) technique to better understand the predictions made by the
model. We used the cardiac disease dataset to evaluate and train the suggested model. To diagnose
CVD, a hybrid Bi-LSTM+CNN model was used. According to the examination of the Bi-LSTM+CNN
model, the recommended model performs better than the presently employed conventional machine
learning approaches in terms of accuracy, precision, recall, and F1-score. The evaluation of our model
demonstrated that the recommended approach produces the most optimal outcomes with regard to
recall, precision, F-score, and accuracy in contrast to other well-known classical ML systems that are
already in use. The research yielded superior accuracy of 99.05 %, precision of 99 %, recall of 99 %,
and F1-score of 99 % in comparison to the baseline studies. These results are optimistic.

Here, we also need to outline limitations: First, the analysis was conducted using only a single
dataset, which may limit the generalizability of the results. Additionally, a Bi-LSTM layer was used
in place of pre-trained embeddings, potentially impacting the model’s efficiency and effectiveness.
Furthermore, the experiments focused exclusively on the Bi-LSTM+CNN deep learning model without
exploring other possible combinations of deep learning architectures.

In future work, we plan to incorporate additional datasets to evaluate the performance and
robustness of the proposed model more comprehensively. Employing diverse feature selection methods
could further enhance the model’s predictive accuracy. Additionally, integrating pre-trained algorithms
such as Word2Vec, GloVe, or fastText in lieu of the BiLSTM layer could improve model efficiency. We
also aim to explore and develop additional hybrid deep learning models to advance the field. Finally,
expanding the analysis to include patient data from diverse regions may provide deeper insights into
cardiovascular disease (CVD) and its prediction.

References

Ahmad S., Asghar M. Z., Alotaibi F. M., Alotaibi Y. D. Diagnosis of cardiovascular disease using deep
learning technique // Soft Computing. — 2023. — Vol. 27, No. 13. — P. 8971–8990.

Alghazzawi D., Bamasag O., Albeshri A., Sana I., Ullah H., Asghar M. Z. Efficient prediction of
court judgments using an LSTM+ CNN neural network model with an optimal feature set //
Mathematics. — 2022. — Vol. 10, No. 5. — P. 683.

Alghazzawi D., Bamasag O., Ullah H., Asghar M. Z. Efficient detection of DDoS attacks using a hybrid
deep learning model with improved feature selection // Applied Sciences. — 2021. — Vol. 11,
No. 24. — P. 11634.

Alim M. A., Ahmed H., Haider W., Masroor A. A comparative study of heart disease prediction based
on principal component analysis and classification techniques // Webology. — 2022. — Vol. 19,
No. 3.

Aryal S., Alimadadi A., Manandhar I., Joe B., Cheng X. Machine learning strategy for gut
microbiomed-based diagnostic screening of cardiovascular disease // Hypertension. — 2020. —
Vol. 76, No. 5. — P. 1555–1562.

Asghar J., Akbar S., Asghar M. Z., Ahmad B., Al-Rakhami M. S., Gumaei A. Detection and
classification of psychopathic personality trait from social media text using deep learning model //
Computational and Mathematical Methods in Medicine. — 2021. — Vol. 2021, No. 1. — P. 5512241.

Bashir S., Almazroi A. A., Ashfaq S., Almazroi A. A., Khan F. H. A knowledge-based clinical decision
support system utilizing an intelligent ensemble voting scheme for improved cardiovascular
disease prediction // IEEE Access. — 2021. — Vol. 9. — P. 130805–130822.

Bashir S., Qamar U., Khan F. H. IntelliHealth: a medical decision support application using a novel
weighted multi-layer classifier ensemble framework // Journal of Biomedical Informatics. —
2016. — Vol. 59. — P. 185–200.

Chen L., Han Z., Wang J., Yang C. The emerging roles of machine learning in cardiovascular diseases:
A narrative review // Annals of Translational Medicine. — 2022. — Vol. 10, No. 10.

2024, Т. 16, № 7, С. 1651–1666



1666 S. N.Qaisrani, S. Khattak, M. Zubair Asghar, R.Kuleev, G. Imbugwa

Dissanayake K., Md Johar M. G. Comparative study on heart disease prediction using feature
selection techniques on classification algorithms // Applied Computational Intelligence and Soft
Computing. — 2021. — Vol. 2021, No. 1. — P. 5581806.

Gupta C., Saha A., Reddy N. S., Acharya U. D. Cardiac disease prediction using supervised machine
learning techniques // Journal of Physics: Conference Series. — 2022. — Vol. 2161, No. 1. —
P. 012013.

Kasabe R., Narang G. Heart disease prediction using machine learning // International Journal of
Engineering Research & Technology (IJERT). — 2020. — Vol. 9, No. 8. — P. 353–355.

Khattak A., Asghar M. Z., Ali M., Batool U. An efficient deep learning technique for facial emotion
recognition // Multimedia Tools and Applications. — 2022. — Vol. 81, No. 2. — P. 1649–1683.

Lee Y.-G., Oh J.-Y., Kim D., Kim G. Shap value-based feature importance analysis for short-term
load forecasting // Journal of Electrical Engineering & Technology. — 2023. — Vol. 18, No. 1. —
P. 579–588.

Li W., Zuo M., Zhao H., Xu Q., Chen D. Prediction of coronary heart disease based on combined
reinforcement multitask progressive time-series networks // Methods. — 2022. — Vol. 198. —
P. 96–106.

Lopez-Martin M., Carro B., Sanchez-Esguevillas A., Lloret J. Network traffic classifier with
convolutional and recurrent neural networks for Internet of Things // IEEE Access. — 2017. —
Vol. 5. — P. 18042–18050.

Lundberg S. A unified approach to interpreting model predictions // arXiv preprint. — 2017. —
arXiv:1705.07874

Mohan S., Thirumalai C., Srivastava G. Effective heart disease prediction using hybrid machine
learning techniques // IEEE Access. — 2019. — Vol. 7. — P. 81542–81554.

Mozaffarian D., Benjamin E. J., Go A. S., Arnett D. K., Blaha M. J., Cushman M., Das S. R., De
Ferranti S., Després J.-P., Fullerton H. J., Howard V. J. Heart disease and stroke statistics —
2016 update: a report from the American Heart Association // Circulation. — 2016. — Vol. 133,
No. 4. — P. e38–e360.

Nagavelli U., Samanta D., Chakraborty P. Machine Learning technology-based heart disease detection
models // Journal of Healthcare Engineering. — 2022. — Vol. 2022, No. 1. — P. 7351061.

Patel J., Khaked A. A., Patel J., Patel J. Heart disease prediction using machine learning // Proceedings
of Second International Conference on Computing, Communications, and Cyber-Security: IC4S
2020. — 2021. — P. 653–665.

Pescatello L. S., Wu Y., Panza G. A., Zaleski A., Guidry M. Development of a novel clinical decision
support system for exercise prescription among patients with multiple cardiovascular disease risk
factors // Mayo Clinic Proceedings: Innovations, Quality & Outcomes. — 2021. — Vol. 5, No. 1. —
P. 193–203.

Preethi M., Selvakumar J. A literature survey of predicting heart disease // International Research
Journal of Engineering and Technology (IRJET). — 2020. — Vol. 7, No. 5.

Rabie O., Alghazzawi D., Asghar J., Saddozai F. K., Asghar M. Z. A decision support system for
diagnosing diabetes using deep neural network // Frontiers in Public Health. — 2022. — Vol. 10. —
P. 861062.

Salhi D. E., Tari A., Kechadi M. T. Using machine learning for heart disease prediction // Advances in
Computing Systems and Applications: Proceedings of the 4th Conference on Computing Systems
and Applications. — 2021. — P. 70–81.

Swathy M., Saruladha K. A comparative study of classification and prediction of Cardio-Vascular
Diseases (CVD) using Machine Learning and Deep Learning techniques // ICT Express. — 2022. —
Vol. 8, No. 1. — P. 109–116.

КОМПЬЮТЕРНЫЕ ИССЛЕДОВАНИЯ И МОДЕЛИРОВАНИЕ



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 15%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (Coated FOGRA39 \050ISO 12647-2:2004\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Preserve
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError false
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (Coated FOGRA27 \050ISO 12647-2:2004\051)
  /PDFXOutputConditionIdentifier (FOGRA27)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ENU ([Based on 'RCD'] [Based on 'RCD'] [Based on 'RCD'] [Based on 'RCD'] [Based on 'RCD'] [Based on 'RCD'] [Based on 'RCD'] Use these settings to create Adobe PDF documents suitable for reliable viewing and printing of business documents.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /RUS ()
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        0
        0
        0
        0
      ]
      /ConvertColors /NoConversion
      /DestinationProfileName (Coated FOGRA27 \(ISO 12647-2:2004\))
      /DestinationProfileSelector /WorkingCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /ClipComplexRegions true
        /ConvertStrokesToOutlines false
        /ConvertTextToOutlines false
        /GradientResolution 300
        /LineArtTextResolution 1200
        /PresetName ([High Resolution])
        /PresetSelector /HighResolution
        /RasterVectorBalance 1
      >>
      /FormElements true
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MarksOffset 6
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /UseName
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed true
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [1200 1200]
  /PageSize [595.276 841.890]
>> setpagedevice


