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Social media posts play an important role in demonstration of financial market state, and their analysis is
a powerful tool for trading. The article describes the result of a study of the impact of social media activities on
the movement of the financial market. The top authoritative influencers are selected. Twitter posts are used as
data. Such texts usually include slang and abbreviations, so methods for preparing primary text data, including
Stanza, regular expressions are presented. Two approaches to the representation of a point in time in the format of
text data are considered. The difference of the influence of a single tweet or a whole package consisting of tweets
collected over a certain period of time is investigated. A statistical approach in the form of frequency analysis
is also considered, metrics defined by the significance of a particular word when identifying the relationship
between price changes and Twitter posts are introduced. Frequency analysis involves the study of the occurrence
distributions of various words and bigrams in the text for positive, negative or general trends. To build the
markup, changes in the market are processed into a binary vector using various parameters, thus setting the
task of binary classification. The parameters for Binance candlesticks are sorted out for better description of the
movement of the cryptocurrency market, their variability is also explored in this article. Sentiment is studied
using Stanford Core NLP. The result of statistical analysis is relevant to feature selection for further binary or
multiclass classification tasks. The presented methods of text analysis contribute to the increase of the accuracy
of models designed to solve natural language processing problems by selecting words, improving the quality of
vectorization. Such algorithms are often used in automated trading strategies to predict the price of an asset, the
trend of its movement.
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[TocThI coMaNBHBIX CETCH UTPAKOT BAXKHYIO POJIb B OTPAXKCHUU CUTYAIlMU Ha (PMHAHCOBOM PBIHKE, 8 X aHa-
T3 SBISIETCS MOIIHBIM HHCTPYMEHTOM BEICHHUS TOPTOBIH. B cTaTbe OmMMcaH pe3yibTaT MCCICIOBAHHS BIUSHUSA
JISATSIILHOCTH COITMATBHBIX Me/INa Ha IBMKEeHNE (PUHAHCOBOTO phIHKA. CHadaa oTOMpaeTcs TOI HHQIIIOSHCEPOB,
AKTHBHOCTH KOTOPBIX CYMTAETCS aBTOPUTETHON B KPHUIITOBAIOTHOM coobmiecTBe. CooOmienus B Twitter uCmmonb-
3yIOTCS B Ka4ecTBe JaHHbBIX. [10JOOHBIC TEKCTHI OOBIYHO CHIIBHO 3allyMJICHBI, TaK KaK BKJIFOYAIOT CJICHT M CO-
KpallleHHsI, [I03TOMY MPEICTABICHBI METO/IbI TOJITOTOBKH MEPBUYHBIX TEKCTOBBIX JIAHHBIX, BKIFOYAOIIUX B CeOs
00paboTky Stanza, peryasipHbIMU BhIpaKCHUSIMHU. PacCCMOTpPEHO JiBa MOAXO0Ma MPEACTABICHUS] MOMEHTA BPEMCHU
B (popMaTe TEKCTOBBIX NaHHBIX. Tak HCCIEAyeTcs BIISHHE JHOO0 OIHOTO TBHUTA, JTHOO IIEJNOTO TaKeTa, COCTOs-
IIETO W3 TBHUTOB, COOPAHHBIX 3a OINpPEICICHHBIA EPHOA BpeMEHH. Taxke pacCMOTPEH CTaTUCTHICCKHUHA TOIXO.
B BHJIC YaCTOTHOTO aHAJN3a, BBCICHBI MCTPUKH, CIIOCOOHBIC OTPA3HUTh 3HAYMMOCTH TOTO I MHOTO CJIOBA MPU
BBISIBIICHAM 3aBHCUMOCTU MEXIYy M3MEHCHHEM IIeHBI U moctamMu B Twitter. YacTOTHBIN aHANM3 MoOJpa3yMeBa-
€T HCCJICIOBAHUC PACTIPEICIICHUI BCTPEYaEMOCTH PA3IMYHBIX CIIOB U OUTpaMM B TEKCTE JUIS TOJIOKUTEIBHOTO,
OTPHIATEIHHOTO OO0 00mmIero TpeHAoB. [ mocTpoeHus pa3METKH M3MEHEHHS Ha PBIHKE MepepadaThIBAIOTCS
B OMHAPHBIA BEKTOp C TIOMOIMIBIO Pa3IMYHBIX MapaMeTPOB, 3a7aBas TaKUM 00pa3oM 3amady OMHApPHOI KIIacCH-
¢ukammn. [Tapamerps! a1 cBedel Binance moaduparoTcs IUisl JIydIIero OMHUCAHUS IBWKCHUS PBIHKA KPUITOBA-
JIFOTBI, MX BApPUATHBHOCTh TAKXKE HCCICIYCTCsl B JaHHOW crarhe. OICHKAa 3MOIMOHATIBHOTO OKpaca TEKCTOBBIX
JMaHHBIX u3ydaercs ¢ nmomorieio Stanford Core NLP. Pesynbrar craTicTHYECKOrO aHaIM3a MPEACTaBIsIeT HEMo-
CPENICTBEHHO MPAKTHUECKUIA MHTEPEC, TaK KaK MPEAIoiaracT BHIOOP MPU3HAKOB IS JaJbHEHIIeH OMHAPHON WH
MYJIBTHKIIACCOBON 3a/1au Kiaccuukammn. [IpencTaBieHHbIe METOIBI aHANIN3a TEKCTa CIOCOOCTBYIOT TOBBIIIC-
HHUIO TOYHOCTH MOJIEIICH, pelIaromunX 3a1adi 00pabOTKH €CTECTBEHHOTO SI3BIKa, C TIOMOIIBIO 0TOOpa CIIOB, YIyd-
IIICHUS] KaYeCTBA BEKTOPH3AIKU. Takue aJrOpUTMBI 3a4aCTyI0 HCIOJIB3YIOTCS B aBTOMATU3UPOBAHHBIX TOPTOBBIX
CTpaTerysix ISl MpeJCKa3aHus [ICHBI aKTHBA, TPCH/IA €C JBUKCHUSL.
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Introduction

Global community creates the field to express their emotions and feelings about recent news in
cryptoworld. It has been suggested that the sentiments expressed on Twitter may help in predicting price
changes for cryptocurrencies. Moreover, coins became flexible depending on some people’s opinion.
The most vivid example of it is Elon Musk’s (Tesla CEO) tweets affecting the Bitcoin price [itZone,
2022].

The main trend in conducting research on financial markets, evaluating and predicting changes in
it is the use of social activity analysis. Many people share their opinions about the upcoming trend that
could be tracked by lexical features and activity statistics. Related research demonstrates the potential
of the approach of analysing Twitter activity [Otabek, Choi, 2022]. The number of followers of the
poster, the number of comments on a tweet, the number of likes, and the number of retweets are
utilised there. Our study doesn’t allow one to gather such data in a correct way because of a problem
of data download mentioned below. A.Ibrahim research [Ibrahim, 2021] provides methods of gaining
sentiment from VADER. We decided to attempt another corpus by Stanford CoreNLP. Also in the paper
there is an approach of using sentiment as a feature in machine learning algorithms afterwards.

The step of preprocessing plays one of the crucial roles in our paper. In the study [Nosrati et
al., 2022] the approach of removing commonly used words is suggested. There is the demonstration
of method to solve the spam classification problem using Naive Bayesian classifier as well. Another
research [Kumar, Harish, 2018] supports the idea of removing syntax from the text, however, we
consider that can influence the sentiment of the sentences, so we keep it there for finer score of
Stanford CoreNLP.

This article describes methods designed to process the specific text information linked with the
community that shares news, ideas, and opinions. The paper presents the main stages of preparing data,
markup, highlighting significant textual information using statistical methods, and analysis of sentiment
provided by Stanford CoreNLP technology [CoreNLP, 2022]. Various approaches to the task in terms
of the scale of this data are considered as well.

Text data preprocessing methods

Data selection

Detailed research includes studying sources exposed to rapidly altering moods of social media,
therefore, text information is obtained from Twitter API v2. The initial data contain more than
250,000 tweets dated 24 February 2021 and present the following information: text of a tweet, posting
time in the format of ISO 8601 (UTC), author id, tweet id. Due to the inner Twitter limits, it is not
allowed to download data distributed in regular intervals in time. Users are selected from the list
of influencers taken from LunarCrush [LunarCrush, 2022]. Lunar Crush scans Twitter to calculate
influencers across various social channels and news sites for content related to coins, exchanges, and
non-fungible token (NFT). The total number of users is 138.

Data preparation

Because of the specifics of Twitter source the raw text is needed to be prepared. To eliminate such
unprocessable elements as emoji, hashtags, links, non-English language words, and slang abbreviations
of words, regular expressions are utilized. Stanza [Stanza, 2022], a Python NLP package for many
human languages, is used for lemmatization, and dependency relations search. All uppercase letters in
a string also should be converted to lowercase [Qi et al., 2020].
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Tweets research

Data analysis

The number of tweets is unevenly distributed in time. This behavior is due to Twitter’s
restrictions on the amount of data received. The frequency of usage of a word F is defined as follows:

F= ?9 (1)

where M is the number of times a word was used among all tweets, S is the number of all words used.

During the investigation the most frequent words of the sample were obtained. It is pictured in
Figure 1. Bar charts show the frequency for each word.

Most common lemmas

how
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0.00 0.01 0.02 0.03 0.04 0.05
F

Figure 1. Top-50 of the most frequent words among downloaded tweets of selected users

In the process of exploring the frequency of usage of words in tweets, it was established that there
are common senseless words and elements of punctuation that do not describe samples. Furthermore,
in the top of histogram the name of a coin, that was leveraged to gather the list of influencers, and its

derivatives are mentioned. This feature demonstrates how precisely frequency can describe the sample.
Thus, exploring more words in the top, “not”, “can”, “top”, “buy” are used.

The frequency of word combinations was studied as well. In Figure 2 the bigrams with “not”
are given. As we can see, some powerful expressions such as “not wait”,

, “not sell”, “not buy”, “not
worry” are presented in the top.
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Most common bigrams not

people not
not stop
who not A

not lj
not financial
not give -
not like
not all
not gonna
not luna
not worry
not think
not see
not need
still not
not fomo
not make
not buy
could not -
not want
why not
not believe
not know

not ,

not understand 1
not

not .

not sure
non only
its not
not just
not ‘sell
not go
not get
but not
not wait
im not
not miss
not meme -
not forget
? not

not even
! not

s not
will not
luna not
can not

, not

. not

0.0000 0.0001 0.0002 0.0003 0.0004 0.0005
F

Figure 2. Top-50 of the most frequent bigrams with “not” among downloaded tweets of selected users

Data markup

The market data about price is taken for the same time period from Binance [Binance, 2022]. To
start with, it is necessary to define several terms:

e hallway — candlestick [Neeson, 2020] area with determined width and length;

e hallway length (N) — the number of candlesticks between the time of tweet creation and the time
of price detection;

e hallway width (EPS) — half-width of range, in which a tweet is considered as neutral (0) in the
ternary classification.

Two different classifications are used: binary classification, which consists of positive (+1) and
negative (—1) classes, and ternary classification, which consists of positive (+1), negative (—1) and
neutral (0) classes.

In binary classification to markup the single data item a price close of the candlestick, which
contains the current tweet creation time, and a price close of the last candlestick in the hallway are
checked. Tweet belongs to negative (—1) class if the difference between those two prices is negative
and it belongs to positive (+1) class otherwise.

In ternary classification firstly it should be checked if an absolute value of the difference divided
by price close of the first candlestick in the hallway is more than hallway width. It means that the tweet
leads to an exit of the hallway and then binary classification markup rules might be used to classify
the data item (Figure 3).
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PCn > PC1 — positive (+1)
PCn < PC1 — negative (—1) - PCn

Figure 3. Illustration of the principle of binary and ternary tweets markup

tweet ——

i

[PCn= Pl < EPS — neutral (0)

In Figure 4 the vertical axis shows the part of tweets belonging to positive (+1), neutral (0), and
negative (—1) classes responsible for going beyond the boundaries of the hallway, while the horizontal
one presents EPS for different values of N. It is easy to notice that for each N with changing EPS we
have equal shares of tweets of classes +1 and —1, which means data stay balanced. With the growth of
hallway length the intersection of the lines is deviating to the right and the part of neutral tweets for
each EPS is diminishing as well.

Feature selection

As an important parameter to describe a sample of text messages it was chosen to use sentiment.
Stanford CoreNLP is the tool that allows one to provide mood of the particular paragraph. The output
of the core represents one of the following sentiments: “Positive”, “Negative”, “Neutral”. There is no
correlation between sentiment and mark on the small timeframes less than 4 hours with EPS of 0.55 %.
The primary explanation lies in the specifics of the influencers’ posts: there are lots of slang lexicon
with special meaning among the auditory. For instance, tweets that include “bullish” are particularly
pointing to a growing trend of price, whereas Stanford CoreNLP classified them as “Negative”, which
is incorrect.

The next method to characterize a tweet is the existence in a tweet of a word from a set of the
selected strong words. To select the important words let’s define the following metrics:

n —n
pos neg
Chip = —— )

n tweets

where n,,, is the number of tweets belonging to the binary positive class that include the word, n,,, is

the number of tweets belonging to the binary negative class that include the word, n,,,,,, is the number

tweets in the sample overall;

n. ., —n .
C _ Vinside outside 3
bin_hallway — n ’ ( )
tweets
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Figure 4. Comparison of connections between the part of tweets belonging to positive, negative and neutral
classes and hallway width for different hallway lengths. Color versions of the figures are available in the online
version of this article

where n, ... is the number of tweets belonging to the ternary neutral class that include the word,
n,.side 1S the number of tweets belonging to the ternary positive or negative classes that include the
word. The visual representation of the metric is given in Figure 5.

Blue lemmas predominate in tweets which leads to the exit of hallway, while red lemmas
predominate in tweets which do the opposite.

The better the set of words, the more absolute the value of C, . of its elements, because it makes
the set more contrast and there is less possibility to meet two words that are common for different
classes in one tweet. Furthermore, if there is a word that is considered to prefer one of the classes with

some neutral words in a tweet, it is more possible to mark the tweet as this particular class.
Packages research

Data formation

The data for research here is the set of tweets taken for the interval of 7, — 7, with the period
of dt = t, —t, < t; —t,. In further references to the set of tweets we shall call them packages. All
timeframes related to package structure are considered to be more than 4 hours which is relatively
wide. There should be mentioned a problem of overlay: d is less than ¢, —#,, so some tweets become
the same for different packages. The only obvious way when not suffering from the issue is to have
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Figure 5. An example of C,,, hallway metric. Color version of the figure is available in the online version of this
article B

equal values of dr and 7, —1,. Also due to the Twitter limits, packages are not equal in size, thus earlier
packages consist of less tweets than the later ones, and the variety of set of words in a package based
on specified periods changes in ascending order (Figure 6).

Data markup

We assign a label to each package using Binance according to the following rules.

e Look for a label for each coin we are interested in.
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Month distribution for amount of tweets
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Figure 6. Uneven distribution of downloaded tweets for months since February 2021

e Consider the moment of time — the upper bound of the package.

e Find the candlestick corresponding to the upper bound.

e Find the candlestick that is 7, away from the upper bound.

e Find the difference between close price of both candlesticks.

o [f the difference found is less than zero, then the binary label is —1, otherwise +1.

o [f the absolute value of difference found is not more that some EPS, then the ternary label is O,
otherwise it is equal to the binary one.

e Summarize all labels by each coin.

e If the sum of all binary labels is less than zero, the binary label of the package is —1,
otherwise +1.

e If the absolute value of the sum of all ternary labels is less than V, the ternary label is O,
otherwise, if the sum is more than zero, it is 1, if the sum is less than zero, it is —1.

V has been assigned the half of the number of coins (Figure 7).

Then we take a look at how the labels are distributed depending on the EPS parameter. To do
this, we build a graph pictured in Figure 8.

The number of packages that do not lead to the exit from the hallway has a certain non-zero
limit for the width of the hallway tending to zero as well as packages that lead. There are also limits
if EPS tends to infinity: 1.0 for ternary zero labelled packages and 0.0 for ternary non-zero labelled
packages. Sigmoid shape can be recognized as well.

When changing V to a third of the number of coins distribution of labels altering in the following
way (Figure 9).

To conclude, the distribution of labels now depends not only from EPS, but from V as well.
The limit of the part of tweets that do not lead to the exit of the hallway is rising and the limit of
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Figure 7. Illustration of the principle of packages creation and binary and ternary packages markup

Package pos:neg:neutral(eps)

1.0 1 —e—ternary ==
—o—ternary == —1
—e—ternary ==0

107° 1074 1073 1072 107t
€

Figure 8. Part of differently labelled packages dependent on hallway width with V equalled to half of the number
of coins. Color version of the figure is available in the online version of this article

the part of tweets that leads, otherwise, is falling down. But the shape of the figure does not change
with V parameter.

In accordance with the Figure 8, the results in further work are given for EPS = 0.02 (2 %) to
better attitude of dependence evaluation by the making our data balanced.

Feature analysis and results

To assign the final value of sentiment of a package it was decided to use the sum of sentiment
gathered by each tweet from a package. If the sum is positive, the value of sentiment is 1, if the sum
is negative, it is —1, O otherwise. The connection between sentiment of a package and its label has
not been established as well. Moreover, the sentiment summed by days (Figure 10) distributed in time
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Package pos:neg:neutral(eps)
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Figure 9. Part of differently labelled packages dependent on hallway width with V equalled to third of the number
of coins. Color version of the figure is available in the online version of this article
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Figure 10. Accumulated packages sentiment summed by days since 24 February 2021

had several bright peaks, which literally means that some huge social events were held, but researching
newsbreaks led to the thought that it was incorrect. The phenomenon might be described by the mistake
(related to mislabeling a tweet with specific words) mentioned earlier. It led to the accumulation of
a considerable error causing the wrong peaks.

Continuing research in describing package, frequencies of words are explored. To mitigate the
impact of the data package disparity problem, we use not the number of uses of a word in a package
but the ratio of this number to the total number of words in a package.

In Figure 11 it is shown that the histogram could be divided by zones based on the predominance
of data with a particular label. As the result when predicting the mark of a package it could be checked
whether the package falls into the zone by the frequency of specific words, so it again enhances the
possibility of meeting as the particular class.
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Figure 11. Example of possible histogram for “top”. Color version of the figure is available in the online version
of this article

Conclusion

The paper describes the results of preparing and markup data. Different methods of data
processing and analysis are considered as well. The data represented by Twitter messages is called
tweets which were processed using Stanza mostly and marked using cryptocurrency prices of 50 most
popular coins. Data markup was built by the variation of the parameters which can be used to describe
Binance candlesticks. It was also concluded that text can be classified according to on the words
it consists of. Several metrics using words frequency were introduced and visualized as well. To
characterize dataset sentiment provided by Stanford CoreNLP was contemplated and gave us the
negative result with the idea. Two different approaches of data representation are given in the article:
tweets themselves and groups of them. The obtained result might be applied to solve the classification
problem by learning or benchmark algorithms when utilizing as tokenization and vectorization methods.

References

Binance — a cryptocurrency exchange. — [Electronic resource]. — URL: https://www.binance.com/
(accessed: October 20, 2022).

Ibrahim A. Forecasting the Early Market Movement in Bitcoin Using Twitter’s Sentiment Analysis:
An Ensemble-based Prediction Model // IEEE International 10T, Electronics and Mechatronics
Conference. — 2021.

itZone. Elon Musk tweets alluding to “break up” with Bitcoin. — [Electronic resource]. — URL:
https://itzone.com.vn/en/article/elon-musk-tweets-alluding-to-break-up-with-bitcoin/  (accessed:
October 20, 2022).

Kumar H. M. Keerthi, Harish B. S. A New Feature Selection Method for Sentiment Analysis in Short
Text // Journal of Intelligent Systems. — 2018. — December 4.

LunarCrush — Social Intelligence for Crypto, NFTs and Stocks. — [Electronic resource]. — URL:
https://lunarcrush.com/ (accessed: October 20, 2022).

KOMIIBIOTEPHBIE UCCIIEJOBAHUS U MOJAEJIUPOBAHUE




Development of and research on an algorithm for distinguishing . . . 183

Neeson S. Japanese candles. Graphical Analysis of Financial Markets. — Intellectual Literature, 2020. —
290 p. (in Russian).

Nosrati V., Rahmani M., Jolfaei A., Seifollahi S. A Weak-Region Enhanced Bayesian Classification
for Spam Content-Based Filtering / ACM Transactions on Asian and Low-Resource Language
Information Processing. — 2022. — DOI: https://dl.acm.org/doi/10.1145/3510420

Otabek S., Choi J. Twitter Attribute Classification with Q-Learning on Bitcoin Price Prediction //
arXiv:2208.02610. — 2022.

Qi P, Yuhao Zhang Y., Yuhui Zhang Y., Jason Bolton J., Manning C.D. Stanza: A Python Natural
Language Processing Toolkit for Many Human Languages // Association for Computational
Linguistics (ACL) System Demonstrations. — 2020.

Stanford CoreNLP. — [Electronic resource]. — URL: https://stanfordnlp.github.io/CoreNLP (accessed:
November 13, 2022).

Stanza — A Python NLP Package for Many Human Languages. — [Electronic resource]. — URL:
https://stanfordnlp.github.io/stanza/ (accessed: November 13, 2022).

2023, T. 15, \e 1, C. 171-183





<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 15%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (Coated FOGRA39 \050ISO 12647-2:2004\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Preserve
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError false
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (Coated FOGRA27 \050ISO 12647-2:2004\051)
  /PDFXOutputConditionIdentifier (FOGRA27)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ENU ([Based on 'RCD'] [Based on 'RCD'] [Based on 'RCD'] [Based on 'RCD'] [Based on 'RCD'] [Based on 'RCD'] [Based on 'RCD'] Use these settings to create Adobe PDF documents suitable for reliable viewing and printing of business documents.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        0
        0
        0
        0
      ]
      /ConvertColors /NoConversion
      /DestinationProfileName (Coated FOGRA27 \(ISO 12647-2:2004\))
      /DestinationProfileSelector /WorkingCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /ClipComplexRegions true
        /ConvertStrokesToOutlines false
        /ConvertTextToOutlines false
        /GradientResolution 300
        /LineArtTextResolution 1200
        /PresetName ([High Resolution])
        /PresetSelector /HighResolution
        /RasterVectorBalance 1
      >>
      /FormElements true
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MarksOffset 6
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /UseName
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed true
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [1200 1200]
  /PageSize [595.276 841.890]
>> setpagedevice


