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Industrial imaging or “machine vision” is currently a key technology in many industries as it can be used to
optimize various processes. The purpose of this work is to create a software and hardware complex for measu-
ring the overall and weight characteristics of cargo based on an intelligent system using neural network identifi-
cation methods that allow one to overcome the technological limitations of similar complexes implemented on
ultrasonic and infrared measuring sensors. The complex to be developed will measure cargo without restrictions
on the volume and weight characteristics of cargo to be tariffed and sorted within the framework of the ware-
house complexes. The system will include an intelligent computer program that determines the volume and
weight characteristics of cargo using the machine vision technology and an experimental sample of the stand for
measuring the volume and weight of cargo.

We analyzed the solutions to similar problems. We noted that the disadvantages of the studied methods are
very high requirements for the location of the camera, as well as the need for manual operations when calcula-
ting the dimensions, which cannot be automated without significant modifications. In the course of the work, we
investigated various methods of object recognition in images to carry out subject filtering by the presence of
cargo and measure its overall dimensions.

We obtained satisfactory results when using cameras that combine both an optical method of image capture
and infrared sensors. As a result of the work, we developed a computer program allowing one to capture
a continuous stream from Intel RealSense video cameras with subsequent extraction of a three-dimensional object
from the designated area and to calculate the overall dimensions of the object. At this stage, we analyzed computer
vision techniques; developed an algorithm to implement the task of automatic measurement of goods using special
cameras and the software allowing one to obtain the overall dimensions of objects in automatic mode.

Upon completion of the work, this development can be used as a ready-made solution for transport compa-
nies, logistics centers, warechouses of large industrial and commercial enterprises.
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IpoMsitiieHHas: 06paboTKa N300paKEHNUN W «MAIIMHHOE 3PEHHE» B HACTOSINEE BPEMsI SBIISETCS KIIOUYEBON
TEXHOJIOTHEH BO MHOTUX OTPACiIsX, IOCKOJIBKY 9Ta TEXHOJOT U MOXKET MCIOJIb30BAThCS U ONTHMH3ALIH PA3IUIHBIX
mpoueccoB. Llenplo HacTosImEeH pabOTHl SBISETCS CO3MaHHE POrPAMMHO-ANIAPATHOTO KOMIUIEKCcAa H3MepeHHs Tada-
PHUTHO-BECOBBIX XapaKTEPHCTHK rpy3a Ha 0a3e MHTEIUICKTYAIbHON CUCTEMbI, OCHOBAHHON Ha HEHPOCETEBBIX CIOCO0aX
UACHTU(DUKALH, MO3BOJISIONIMX MPEOAONIETh TEXHOJIOTHYSCKUE OTPAHUYCHHS aHAJIOTHMYHBIX KOMIUIEKCOB, Pean3o0-
BaHHBIX Ha YJbTPa3BYKOBBIX M MH(PAKPACHBIX U3MEPHUTENBHBIX JaTunuKaX. PazpabaTbiBaeMblil KOMIUIEKC OyAeT mpo-
M3BOINTH U3MEPEHHUS TPYy30B O3 OrpaHHUYECHHUS Ha 00bEMHBIE U BECOBBIE XapaKTEPHCTHKH I'py3a, KOTOPHIH HEOOXO0IH-
MO Tapu(UIMPOBATH U COPTHPOBATH B paMKax paOdOTHI CKIAJICKHX KOMILIEKCOB. B coctaB cucTeMbl OyneT BXOAUTH
MHTEIUIEKTyallbHas KOMITBIOTEPHAs [IPOrpamMMa, ONpeelsiomas 00beMHO-BECOBbIE XapaKTEPUCTUKH TPy3a € UCIIOIb-
30BaHUEM TEXHOJOTUH MANIMHHOTO 3PEHHS U SKCIIEPUMEHTAIBHBIN 00pa3sell cTeH1a n3MepeHust 00béMa U Beca rpysa.

HpOBe[{CH aHaJInu3 PICCJ]CZ[OBaHPIﬁ, TMOCBALICHHBIX PCIICHUIO aHAJIOTMYHBIX 3aJad4. OTMG‘{CHO, YTO HEAOCTATKOM
M3Y4YEeHHBIX CIOCOOOB SIBJISIOTCS OYEHb BBHICOKHE TPEOOBAHHUS K PACIIONOKEHHMIO KaMephl, a Takke HEOOXOAMMOCTh
py4HOH pabOTHI P BBIYMCICHHH Pa3MepOB, aBTOMATU3UPOBATh KOTOPYIO HE MPEICTABISIETCS BO3MOXKHBIM 0€3 Cylile-
CTBEHHBIX J0paboTok. B mporecce paboThl HCClieoBaHbI Pa3IHYHbIE CIIOCOOBI pacrio3HaBaHUs 00BEKTOB Ha U300pa-
JKCHUSIX C LICNBIO TIPOBE/ICHUS IPEIMETHOM (HIIbTPAIMU 110 HATUYHUIO TPy3a U U3MEPEHUSI €ro Ta0apUTHBIX pPa3MEpOB.
IonyueHsl yAOBIETBOPUTEIbHBIE PE3YIbTATHI IIPH IPUMEHEHUU KaMep, COYETaIOMUX B cebe KaKk ONTHYECKUH crocod
3axBaTa M300pakeHHil, Tak 1 HH(]pakpacHble AaTYMKU. B pesynbrare paboThl pa3paboTaHa KOMIIBIOTEpHAS MPOTPaM-
Ma, MO3BOJISIONIAs 3aXBaThIBATh HEMPEPBIBHBIN MOTOK ¢ Buaecokamep Intel RealSense ¢ mocnenyrommm u3BieueHueM
13 0003HaYEeHHOW 00JAaCTH TPEXMEPHBIH OOBEKT M BBIYUCIATH rabapuTHBIE pasMepsl o0bekTa. Ha naHHOM aTame BbI-
MOJTHEHO: MPOBEJCH aHAJIM3 METOJUK KOMITBIOTEPHOTO 3PECHUS; pa3paboTaH alropuT™M JUT peau3aliy 3aJaqk aBTo-
MAaTHUYECKOTO U3MEPEHHs IPY30B C HCIOJIb30BAHHEM CIELHATIbHBIX KaMep; pa3paboTaHoO MporpaMMHOe oOecIeyeHue,
MO3BOJIAIONIEE MOTYYaTh rabapuTHbIE pa3Mepbl 00bEKTOB B aBTOMAaTHYECKOM PEIKUME.

JlanHas pa3pa0oTka IO 3aBEpIICHHH PAaOOTHI MOXKET MPUMEHSTHCS KaK TOTOBOE PEIICHHE A TPAHCIIOPTHBIX
KOMITaHHH, JIOTUCTHYECKUX IIEHTPOB, CKIIA0B KPYIHBIX IPOU3BOJCTBEHHBIX U TOPTOBBIX MPEANPHUITHIH.

KitoueBbie ciioBa: n3MepeHue rpy30B, KOMIBIOTEPHOE 3peHKE, MAIIMHHOE 00y4eHHe
HccnenoBaHue BHIMOIHEHO NpH huHAHCOBOM nogaepxkke PODU B pamkax Hayunoro npoekra Ne 19-29-06008 \ 20.
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1. Introduction

Industrial imaging or “machine vision” is currently a key technology in many industries as it can
be used to optimize various processes. It is successfully used for determining the traffic flow parame-
ters [Shepelev et al., 2020a; Shepelev et al., 2020b], in logistics for recognizing cargo types [He et al.,
2020], automatic driver assistance systems [Orlovska et al., 2020], in the automotive industry for qual-
ity management and robotic assembly [Liickenhaus, 2020].

The development of this technology is justified by the transition of the world economy to Indus-
try 4.0, which provides for the formation of a cyber-physical system, within which all elements are
active objects that participate in the information exchange and make appropriate decisions without
human participation [Schiele, Torn, 2020; Hozdi¢, Butala, 2020]. In “smart factories”, machines will
understand their environment and will be able to communicate using a single network protocol with
each other, as well as with the logistics and business systems of suppliers and consumers. Manufactu-
ring equipment and products will become active system components that govern their production and
logistics processes, so their quality and speed will depend on the efficiency of processing and control
algorithms. Therefore, the search for and optimization of computer vision and machine learning tech-
niques to accelerate and improve the reliability of object recognition is more urgent than ever.

2. Study of computer vision and machine learning methods,
the choice of the optimal methods for objectives to be achieved in the work

Using the results of 2D image recognition has already become a standard task. 3D identification
technology opens up a number of completely new opportunities, including the optimization of pro-
cesses in the logistics system, as one of the most comprehensive one covering the entire product life
cycle [Makarova et al., 2016; Makarova et al., 2020]. Thus, the use of 3D vision technologies helps to
increase the degree of automation of production scenarios; however, several issues should be dealt
with to solve this problem.

First, it is necessary to receive a video stream from a recording device (video camera), extract
a frame from it and send it for processing. Further, it is necessary to reliably determine the presence of
the load, as well as its position in space, on the received frame. The area of the space where the load is
defined will be of interest for determining the coordinates of points on the surface of the load, by
which it will be possible to determine its size.

There are several works of other authors dealing with similar problems.

For example, in [Salih, Malik, 2012], the authors used the concept of triangulation to determine
the distances between two specified points in a flat photograph, and hence the linear dimensions. The
disadvantage of this method is the very high requirements for the location of the camera, as well as the
need for manual work when calculating the dimensions, which cannot be automated without signifi-
cant modifications.

In [Kar et al., 2015; Gadelha et al., 2015; Girdhar et al., 2016], neural networks were used for the
primary recognition of an object in an image, which can later be transformed into a three-dimensional
body with known dimensions.

In [Brown, Lowe, 2005], a three-dimensional body is reconstructed from a series of photos ob-
tained when shooting an object from different angles.

To solve the problem of identifying the presence and position of cargo in space, it is obviously
not enough to use ordinary RGB cameras (i.e., cameras from which we receive only a two-
dimensional image). It is also necessary to obtain the information on the depth (distance) of each point
of the image from the camera lens. To obtain the information on the depth of objects, several types of
solutions are currently known:

e using cameras with two lenses. Such cameras allow one to simulate human binocular vision

and stereoscopic photography, giving three-dimensional photographs [Gui et al., 2020];
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e using TOF cameras (Time of Flight). In such cameras, the calculation of depth and distance is
provided using the “time of flight” measuring technology, which originates from algorithms
used in radars. This creates a long-range image similar to radar portraits, except that it uses
a light pulse instead of a radio frequency signal [Back et al., 2020].

e LIDAR cameras (Light Detection and Ranging), based on the technology of obtaining
and processing the information on objects based on active optical systems [Yamada et al.,
2020].

2.1. Study of the possibility of measuring loads
with a SICK Visionary-T industrial camera

The Sick Visionary-T (AG V3S110-2x model) is a time-of-flight camera with a resolution
of 176x144 pixels typical of this type of cameras. The characteristics of this equipment are shown in
Table 1.

Table 1. The main characteristics of the Sick Visionary-T camera

Characteristic Value

Measurement distance, m 0.5...60

Measurement angles, degrees 69 x 56

Resolution, pixels 176 x 144

Light sensitivity, klx <50

Connection format M12 17-pin (power supply), system plug digital IOs (24 V)
M12 8-pin Gigabit Ethernet, X-coded

Power supply 24V (+/-20%)

Power consumption, W <22

Weight, kg ~1.9

Dimensions (Length x Width x Height), mm 162 x 116 x 104

Permissible ambient temperature, © C 0..+50

Impact protection As per EN 60068-2-27:2009

Vibration protection As per EN 60068-2-6 and 60068-2-64

Protection classes 111, IP67

As can be seen from this table, the camera can be used in a wide temperature range, in premises
with dust and other harmful factors.

We carried out experimental measurements to determine the correspondence of the camera to the
set task in terms of ensuring the required accuracy.

A white matte box with a picture was used as the object of measurements. The dimensions of the
box were (W x H x D): 640 x 540 x 220 mm.

During the test, the object to be measured was placed opposite the camera at different distances.
For each of the selected distances, the width and height of the object were manually measured, based
on the corresponding points of the point cloud.

During the test, we noted that some of the points falling on the boundaries of the measured object
were shifted along Z — the depth of the image. Such points were not taken into account in the mea-
surements. For the convenience of measurements, the SOPAS software provides several settings, in
particular, limiting the output of the point cloud by the image depth, filtering “floating” points, etc.
In the course of the work, we used the parameters presented in Fig. 2.

During the tests, we found that the error in measuring the test object, in absolute value, was
10-36 mm for height and 9-24 mm for width (Table 2), which is not acceptable for the task at hand.
The acceptable accuracy is 0.5 cm.

In our further work, we will use Intel RealSense d435 cameras.
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measured object

camera

Fig. 1. The position of the camera relative to the measured object during the experiment
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Fig. 2. Required parameters for adjusting the camera during the measurements: enable flying pixel filter —
filtering of “floating” pixels — medium-weak; enable distance based filter — data filtering depending on the
distance — no closer than 630 mm, no more than 3.5 m. We should also include other parameters, such as the
dynamic mode, the confidence-based filter, the intensity-based filter, the smoothing filter
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Table 2. Test results of the Sick Visionary-T camera

Distance Received width, Received height, Absolute width Absolute height

to the object, mm mm mm deviation, mm deviation, mm
1,707 622 520 18 20
1,900 612 516 28 24
2,470 630 519 10 21
3,830 604 531 36 9

2.2. Study of the possibility of measuring loads using the Intel Realsense d435 camera

This camera has the following features:

e A built-in video processor, which supports the installation of up to 5 channels of the MIPI 2
serial interface in cameras for real-time processing of 3D images and accelerating data output;

e An advanced 3D stereo algorithm for a more accurate 3D perception and extended range.

A set of video sensors allowing one to identify differences in images with resolutions up to

1,280 x 720 pixels.

e Support for the open source Intel RealSense SDK 2.0 cross-platform;

e A special processor for color image signals, image adjustment and color data scaling;

e An active infrared projector to illuminate objects and enhance 3D data;

e A common shutter and wide angle of view (91.2° x 65.5° x 100.6°), which provides high-qua-
lity 3D perception of data while in motion or for moving objects, creating a wide view and
eliminating the appearance of “blind” zones.

e The main technical characteristics of the camera are presented below [Intel RealSense, 2020].

e Working environment: indoor and outdoor;

e 3D technology: Active infrared stereo projector (IR);

o Image sensor technology: Common shutter: Pixel size — 3 um x 3 um;

e Intel® RealSense ™ Video Processor D4, Intel® RealSense ™ Module D430;

e Depth of field — (H x V) for HD 16: 9: 85.2° x 58° (+/— 3°);

e 3D data output resolution: up to 1,280 x 720;

o Frame rate of the output 3D-stream: up to 90 frames/sec;

e Min. focal length: 0.11 m;

e Max. range: about 10 meters. The accuracy depends on calibration, objects in the frame and
lighting;

e RGB sensor resolution and frame rate: 1,920 x 1,080, 30 fps;

o RGB depth-of-field sensor (horizontal X vertical): 69.4° x 42.5° (+/— 3°);

e Camera dimensions (length % depth x height): 99 mm x 25 mm X 25 mm;

e Connector: USB Type C Port;

e Fastening mechanism;

e One mount: 1/4-20 UNC. Two M3 mounts.

This camera was tested according to the method described for the Sick camera; therefore,
below we present only the test results that showed good applicability of this equipment for solving
the problem.

Table 3. Test results of the Intel Realsense d435 camera

Distance Received width, Received height, Absolute width Absolute height

to the object, mm mm mm deviation, mm deviation, mm
1,900 639 538 1 2
2,100 638 538 2 2
2,490 637 535 3 5
4,000 632 533 8 7
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2.3. Application of machine learning to solve the problem of measuring loads

Currently, the most common computer vision methods for classifying objects in images are neu-
ral networks, which can, for convenience, be divided into “one-stage” and “two-stage”.

The first ones include networks with the following architecture:

e Yolo (You look only once);

e SSD;

e RetinaNet;

The second type includes networks with CNN architecture and its derivatives: Fast CNN, Faster
CNN, R-CNN, etc.

Taking into account the high requirements for the measurement speed (no more than 3 s per one
load), we used the Yolo v3 architecture [Darknet, 2020], which is currently the fastest way to recog-
nize objects, while not inferior in recognition quality [The YOLOVvV3, 2020]. Figure 3 shows a compar-
ative analysis of the quality and speed of common neural networks [Lin et al., 2017; Redmon and
Farhadi, 2018]. As one can see from the figure, Yolov3-608 is only two percent inferior to the leading
quality FPN FRCN (57.9 versus 59.1), but at the same time, it processes images more than three times

faster.
W YOLOv3

—@— RetinaNet-50
RetinaNet-101

Method Accurasy MaP-50 Time

S [B] SSD321y 45.4 61

o [C] DSSD321 46.1 85

é [D] R-FCN 51.9 85
- [E] SSD513 50.4 125
§ [F] DSSD513 53.3 156
S [G] FPN FRCN 59.1 172

< RetinaNet-50-500 50.9 73

50 L Ret@naNet-lOl-SOO 53.1 90
RetinaNet-101-800 57.5 198

YOLOV3-320 51.5 22

YOLOvV3-416 553 29

48 - YOLOV3-608 57.9 51

1 1 1 1

50 100 150 200 250
Frame recognition time (ms)

Fig. 3. A comparison of the accuracy of the object recognition time on the image of neural networks of various
topologies

3. Selecting objects’ images for machine learning
3.1. Collecting data to train the model

At the initial stage, we collected data for training (formed a dataset). The target data set con-
sisted of images obtained from warehouses of freight companies containing goods of various sizes.
About 200 images were taken. To achieve the best result in training the model, we included negative

examples in the dataset, i.e., images that do not contain loads. Examples of images are shown
in Fig. 4.
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Fig. 4. Examples of images for training a neural network. The center of each image contains a possible object for
measurement

3.2. The measurement algorithm

After all the devices (cameras) are connected, we can start our measurements. The first step is
camera calibration. For correct calibration, we need to set the parameters of the checkerboard, such as
the width of the cells and their number. Next comes the assessment of the checkerboard position in
world coordinates and the calculation of the area of interest, in which the load will be measured. After
the cameras are successfully calibrated, the calibration results are saved.

The next step is load measurement. Upon receipt of the frames from all the devices, we calculate
the point cloud for each camera. The parameters for calculating the point cloud are the frames from
various cameras, the serial number of the device, calibration parameters of each camera, internal pro-
perties of the camera depth, the area of the interest, threshold for the depth value in world coordinates.
The resulting point cloud is used as output parameters.

After that, we define a bounding box around the load and draw this box. The parameters for de-
fining the bounding box are a point cloud array. The output parameters are the serial number of the
device; the length, width, and height of the bounding box; a dictionary with corner points of a boun-
ding box around the load. When calculating the dimensions, we receive a bounding box around the
load in 2D using the X, Y coordinates from the point cloud. We define a bounding box around the load
in 3D. We receive the coordinates of the bounding box within the image. We transform the coordi-
nates of the bounding box according to the coordinates received from the device. All the characteris-
tics are calculated using the standard methods in the Python language.

The process of measuring the load volume is shown in Fig. 5.

3.3. Image tagging

At the next stage, we marked the training data. In our case, the marked objects are cargoes. All
cargoes were marked on the image if their visibility reached approximately 80% or more.

The Yolo-Label software product was used for marking. As a result of marking for each image
from the dataset, we obtained a text file with the identification of each cargo and its position in the
frame. This will also allow us to further determine to which category the cargo belongs.

3.4. Model training

A specialized Darknet framework was used to train the model. At the same time, changes were
made to the standard architecture of the Yolov3 network.

First, the maximum number of training epochs was reduced according to the recommendation
“use at least 2,000 epochs for each type of object”. In our case, the maximum number of epochs for
one class is set equal to 4,000.
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Fig. 5. An algorithm for measuring the volume of cargo demonstrating the processing of the input video stream
for each used camera. The bounding box is determined in the cycle of each camera depending on the calculated
point cloud

Further, the value classes = 1 is set for layers of the “Yolo” type neural network, which means
that the network should recognize only one type of objects. The filters value for superfine mesh layers
is set equal to 18.

We also modified the data file for the network, in which the actual values of the following data
were set:

1. The number of classes equal to the number of object types;

2. The path to the file with the list of images, on which the neural network will be trained;

3. The path to a file with a list of images, on which the neural network will be tested;

4. The path to the folder where the network training results will be located.

At the end of the data pre-processing, we trained the neural network using the Nvidia RTX 2070
graphics accelerator. The training time was approximately 7 hours. The training accuracy for mAp-50
was about 92% (Fig. 6).

4. The development of measurement algorithms

For convenience, the measurement process is divided into 5 stages (Fig. 7).

At the first stage (Realsense d435 camera), we identified the constants determining the maximum
load size and camera parameters.

Depending on the size of the load, the camera should be calibrated using an appropriate calibra-
tion board representing alternating black and white squares (Fig. 8).
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Fig. 6. The network training graph. The decreasing loss function is shown in blue. Its average value at the 4,000-
th iteration is 0.2110. The average cargo recognition accuracy is shown in red - the maximum accuracy is 92%
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Fig. 7. Work stages to determine the size of goods. The process consists of the following items: determination
of the camera parameters; saving the resulting image and the point cloud; determination of the cargo position
using the OpenCV framework and the YOLOv3 neural network; filtering the point cloud; determination of the

cargo size
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Fig. 8. The appearance of the calibration board

It has been experimentally determined that acceptable measurement results for small loads are
given by calibration boards with a cell size of 0.026 m. In this case, the absolute measurement error is
1-2 mm.

The constants determining the parameters of the camera include:

e “own| camera parameters: focal length, resolution, and lens distortion;

e parameters determining the position of the camera in space.

In this work, the position of the camera was not constant, since it was not known at what angle
and at what distance to place the camera from the measured object. Therefore, the algorithm for dy-
namic camera calibration was applied using a calibration board. If there is a calibration board in the
frame, the board is no longer needed for further measurements and one can start measuring.

At the “Realsense SDK API” stage, the two-dimensional image received from the camera, as well
as the three-dimensional representation of the image (“point cloud”) are saved in separate variables of
the program code.

A two-dimensional image using the OpenCV framework is supplied to the input of the YOLOV3
neural network, which processes the frame and, if there is a cargo, returns its position in the frame.

Further, all points that do not belong to the cargo object, as well as points that lie below the posi-
tion of the calibration board, are removed from the point cloud. With this filtering in mind, we get
a point cloud that belongs only to the cargo.

For the point cloud obtained, the dimensions of the cargo are determined by calculating the dis-
tances between the most distant points along the x, y and z axes.

5. The development of the program code

The program code was developed in Python.

During the development we used the following third-party open source libraries:

e OpenCV is a library for image manipulation and use of neural networks in computer vision;
RealSense SDK API — methods for working with images for Intel Realsense cameras;
Numpy is a library for mathematical calculations;

Json is a library for working with data in JSON format;

Pickle is a library for working with the pickle format, in which the camera calibration results
are saved.
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In addition to the existing libraries, we developed our own solutions:

e Methods for automatic determination of the calibration board in the frame and its position in
space;

e Methods for converting the data from a camera to a point cloud;

¢ A method for combining the data received from several cameras into a single point cloud;

¢ A method for obtaining the overall dimensions of an object by searching for a parallelepiped
of the minimum size that describes the cargo;

¢ A method of visualization of measurement results. Visualization is performed directly on the
video stream received from the camera; at the same time, the dimensions of the load in mm
are displayed in the upper corner, and the load itself is highlighted with a box in the form of
a parallelepiped, which allows a visual comparison of the actual load with the calculated one
(Fig. 9).

Fig. 9. Visualization of measurement results

Conclusion

In the course of the work, we found that time-of-flight cameras do not provide the required
measurement accuracy due to their low resolution. The Intel RealSense camera, using the stereoscopic
imaging principle in conjunction with infrared sensors, showed good measurement results. The aver-
age absolute cargo measurement error was 4 mm.

We developed the software for automatic cargo measurement, which is part of the hardware and
software complex. The hardware and software complex actually allows one to receive the overall
dimensions of cargo within no more than 3 s. Measurements are carried out without restrictions on
volume and weight characteristics of goods.

Upon completion of the work, this development can be used as a ready-made solution
for transport companies, logistics centers, and warehouses of large industrial and commercial enter-
prises.

KOMIIBIOTEPHBIE UCCJIIEJOBAHUSA U MOAEJINPOBAHUE




The development of an intelligent system for recognizing the volume and weight... 449

References

Baek E.-T., Yang H.-J., Kim S.-H., Lee G., Jeong H. Distance Error Correction in Time-of-
Flight Cameras Using Asynchronous Integration Time // Sensors. — 2020. — Vol. 20. —
P. 1156.

Brown M., Lowe D. G. Unsupervised 3D Object Recognition and Reconstruction in Unordered Da-
tasets // Fifth International Conference on 3-D Digital Imaging and Modeling (3DIM'05), Ottawa,
Ontario, Canada. — 2005. — P. 56-63.

Darknet [Electronic resource]. — URL: https://github.com/AlexeyAB/darknet (accessed: 22.01.2020).

Gadelha M., Maji S., Wang R. 3D Shape Induction from 2D Views of Multiple Objects // 2017 Inter-
national Conference on 3D Vision (3DV). — 2015. — P. 402-411.

Girdhar R., Fouhey D. F., Rodriguez M., Gupta A. Learning a Predictable and Generative Vector Rep-
resentation for Objects / B. Leibe, J. Matas, N. Sebe, M. Welling (eds.). Computer Vision —
ECCV 2016. Lecture Notes in Computer Science, vol. 9910. Springer, Cham. — 2016. —
https://doi.org/10.1007/978-3-319-46466-4 29

Gui Y., Gao H., Li Q., Xia T. Method and apparatus for recognizing object, device, vehicle and
medium // 2020. — Patient No. US20200074196A1. https://www.freepatentsonline.com/
20200074196.pdf

He P., Wu A., Huang X., Rangarajan A., Ranka S. Video-based Machine Learning System for Com-
modity Classification // Proceedings of the 6th International Conference on Vehicle Technology
and Intelligent Transport Systems. — 2020. — Vol. 1. — P. 229-236.

Hozdi¢ E., Butala P. Concept of Socio-Cyber-Physical Work Systems for Industry 4.0 // Tehnicki
vjesnik. — 2020. — Vol. 27, Iss. 2. — P. 399-410.

Intel RealSense Product Family D400 Series. Datasheet [Electronic resource]. — URL:
https://www.intelrealsense.com/wp-content/uploads/2020/06/Intel-RealSense-D400-Series-
Datasheet-June-2020.pdf (accessed: 14.06.2020).

Kar A., Tulsiani S., Carreira J., Malik J. Category-Specific Object Reconstruction from a Single
Image // Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition
(CVPR). —2015. — P. 1966-1974.

Lin T.-Y., Goyal P., Girshick R., He K., Dollar P. Focal loss for dense object detection //
arXiv:1708.02002. — 2017.

Liickenhaus M. The Role of Machine Vision in the Automotive Industry. [Electronic resource]. —
URL: https://www.photonics.com/Articles/The Role of Machine Vision in the Automotive/
a58196 (accessed: 14.06.2020)

Makarova 1., Khabibullin R., Belyaev E., Gabsalikhova L., Mukhametdinov E. Improving the logis-
tical processes in corporate service system // Transport Problems. — 2016. — Vol. 11 (1). —

P. 5-18.
Makarova I., Shubenkova K., Buyvol P., Mukhametdinov E. A Software module for multi-criteria
suppliers' selection with respect to the spare parts logistic / Transport Problems. — 2020. —

Vol. 15 (1). — P. 105-116.

Orlovska J., Novakazi F., Lars-Ola B., Karlsson M. A., Wickman C., Soderberg R. Effects of the
driving context on the usage of Automated Driver Assistance Systems (ADAS) — Naturalistic

Driving Study for ADAS evaluation // Transportation Research Interdisciplinary Perspectives. —
2020. — Vol. 4. — P. 100093.

Redmon A., Farhadi A. YOLOV3: An Incremental Improvement // arXiv:1804.02767. — 2018.

Salih Y., Malik A. S. Depth and geometry from a single 2d image using triangulation // 2012 IEEE
International Conference on Multimedia and Expo Workshops. — 2012. — P. 511-515.

2021, T. 13, Ne 2, C. 437450




450 V. D. Shepelev, N. V. Kostyuchenkov, S. D. Shepelev et al.

Schiele H., Torn R.-J. Cyber-physical systems with autonomous machine-to-machine communi-
cation: Industry 4.0 and its particular potential for purchasing and supply management // Inter-
national Journal of Procurement Management. — 2020. — Vol. 13, Iss. 4. — DOIL:
10.1504/1JPM.2020.108617

Shepelev V., Aliukov S., Nikolskaya K., Das A., Slobodin I. The Use of Multi-Sensor Video Surveil-
lance System to Assess the Capacity of the Road Network // Transport and Telecommunica-
tion. — 2020a. — Vol. 21 (1). — P. 15-31.

Shepelev V., Glushkov A., Almetova Z., Mavrin V. A Study of the Travel Time of Intersections by Ve-
hicles using Computer Vision // Proceedings of the 6th International Conference on Vehicle
Technology and Intelligent Transport Systems. — 2020b. — Vol. 1. — P. 653—-658.

The YOLOv3 Object Detection Network Is Fast! [Electronic resource]. — URL:
https://syncedreview.com/2018/03/27/the-yolov3-object-detection-network-is-fast/ (accessed:
25.01.2020).

Yamada H., Ahn J., Mozos O. M., Iwashita Y., Kurazume R. Gait-based person identification using
3D LiDAR and long short-term memory deep networks // Advanced Robotics. — 2020. —
DOI: 10.1080/01691864.2020.1793812

KOMIIBIOTEPHBIE UCCJIEJOBAHUA U MOJAEJIUPOBAHUE




