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The aim of the paper is to obtain a numerical solution for linear and higher-order delay differential
equations (DDEs) using the coded differential transform method (CDTM). The CDTM is developed and applied
to delay problems to show the efficiency of the proposed method. The coded differential transform method is
a combination of the differential transform method and Mathematica software. We construct recursive relations
for a few delay problems, which results in simultaneous equations, and solve them to obtain various series
solution terms using the coded differential transform method. The numerical solution obtained by CDTM
is compared with an exact solution. Numerical results and error analysis are presented for delay differential
equations to show that the proposed method is suitable for solving delay differential equations. It is established
that the delay differential equations under discussion are solvable in a specific domain. The error between the
CDTM solution and the exact solution becomes very small if more terms are included in the series solution. The
coded differential transform method reduces complex calculations, avoids discretization, linearization, and saves
calculation time. In addition, it is easy to implement and robust. Error analysis shows that CDTM is consistent
and converges fast. We obtain more accurate results using the coded differential transform method as compared
to other methods.

Keywords: delay differential equations, coded differential transform method, numerical solution,
mathematica

Citation: Computer Research and Modeling, 2019, vol. 11, no. 6, pp. 1091–1099.

© 2019 Giriraj Methi, Anil Kumar
This work is licensed under the Creative Commons Attribution-NoDerivs 3.0 Unported License.

To view a copy of this license, visit http://creativecommons.org/licenses/by-nd/3.0/
or send a letter to Creative Commons, PO Box 1866, Mountain View, CA 94042, USA.



1092 G. Methi, A. Kumar

Introduction

Delay differential equations (DDEs) involve the rate of change of time dependent process
determined by the present state as well as the previous state. It has found applications in biology
[Nelson, Perelson, 2002], environment [Herrera, 2013], control theory [Raji et al.,2013] and [Milton,
2015], etc. There are various numerical methods available to solve DDEs. In [Ismail, Suleiman, 2001]
the Runga-Kutta method is used to solve stiff DDEs, and the Newton divided difference interpolation
is applied to approximate the delay argument. In [Evans, Raslan, 2004] DDEs are investigated using
the approximate series Adomian decomposition method with Mathematica. The authors of [Shekari,
Dehghan, 2008] applied the homotopy perturbation method to DDEs to obtain a numerical solution.
They compared the series solution with the exact solution without using Mathematica.

Recently the differential transform method (DTM) has been used by many researchers to obtain
solutions of differential equations. The authors of [Raslan, Sheer, 2013] applied series DTM to obtain
solutions of nonlinear systems of partial differential equations without using any numerical code.
They compared their numerical solution with an exact solution and the Adomian decomposition
method. [Benhammouda, Hector, 2004] investigated some nonlinear delay differential equations with
the multistep differential transform method to obtain an analytical solution. They converted DDEs
into ordinary differential equations, which are then solved using DTM without using any code. In this
context we propose a new method, the coded differential transform method (CDTM), to solve delay
differential equations.

The main motivation of the paper is to develop the coded differential transform method for
solving linear and higher-order DDEs. The series solution differential transform method is coded using
Mathematica software and applied to linear and higher-order DDEs to obtain an approximate series
solution. The CDTM has the advantage of reducing complex calculations and saves computation time
and allows a better accuracy as compared to existing methods.

Analysis of the differential transform method

The differential transform of the kth derivative of function u(x) is given by

U(k) =
1

k!

[
dku(x)

dxk

]
x=x0

, (1)

where u(x) is the original given function and U(k) are transformed functions. The inverse differential
transform of U(k) is given by

u(x) =

∞∑
k=0

U(k)(x − x0)
k. (2)

From equations (1) and (2),

u(x) =

∞∑
k=0

(x− x0)
k

k!

[
dku(x)

dxk

]
x=x0

. (3)

Some results for the differential transform method.

1. If y(x) =
dnu(x)

dxn
, then Y (k) = (k + 1)(k + 2)(k + 3). . .(k + n) U(k + n).

2. If y(x) = xn, then Y (k) = δ(k − n), where δ(k − n) =

{
1, k = n,
0, k �= n.

3. If y(x) = eαx, then Y (k) =
αk

k!
.
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4. If y(x) = u(x− α) where α > 0, then Y (k) =
N∑
i=k

(−α)i−k

(
i
k

)
U (i).

5. If y(x) = u1(ax)u2(bx), then Y (k) =
k∑

i=0
(a)i (b)k−i U1(i)U2(k − i).

The coded differential transform method

Example 1

For[k=0,k≤4,k=k+1,Print[-1000Y[k]-
∑5

i=k (−N [Log[999], 10)i−k Binomial[i, k]Y [i]
− (k + 1)Y [k + 1]]]

Example 2

k=0; Print[(k+1)(k+2)Y[k+2]-Y[k]+4
∑k

i=0

(
1
2

)k
Cos

[
iP i
i!

]
Y [k − i]]

Example 3

For[k=0,k≤6,k=k+1,Print[-Y[k]+
∑8

i=k (−N [Pi, 10)i−k Binomial[i, k]Y [i]
− 2 (k + 1) (k + 2)Y [k + 2]]]

Example 4

For[k=0;k≤8,k=k+1,Print[
∑10

i=k (−N [Pi, 10)i−k Binomial[i, k]Y [i] − (k + 1) (k + 2)Y [k +
+ 2]]]

Test Examples

We apply the coded differential transform method to delay differential equations to obtain
numerical solutions.

Example 1

Consider DDE [Roth, 1980]

y′ (t) = −1000y (t)− y(t− ln 999). (4)

The initial condition is y(0) = 1.
The exact solution is

y (t) = e−t. (5)

Applying DTM to equation (4), we get

(k + 1) y (k + 1) = −1000y (k)−
N∑
i=k

(− ln 999)i−k

(
i
k

)
y (i). (6)

Now, taking N = 5 and k = 0, 1, 2, 3, 4 in equation (6), we obtain a system of linear equations as

5.9067548y (1)− 47.703262y (2) + 329.47473y (3)− 2275.6012y (4) + 15717.019y (5)=1001, (7)

−1001y (1) + 11.81351y (2)− 143.10978y (3) + 1317.8989y (4)− 11378.006y (5) = 0, (8)

−1001y (2) + 17.720264y (3)− 286.21957y (4) + 3294.7473y (5) = 0, (9)

−1001y (3) + 23.627019y (4)− 477.03262y (5) = 0, (10)

−1001y (4) + 29.533774y (5) = 0. (11)
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Solving equations (7)–(11), we get

y (1) = −0.735557; y (2) = 0.214654; y (3) = −0.0312327;

y (4) = 0.00193405; y (5) = 0.0655516.
(12)

Now, the series solution is given by

y (t) = 1− 0.735557t + 0.214654t2 − 0.0312327t3 + 0.00193405t4 + 0.0655516t5 + . . . (13)

The numerical solution obtained in equation (13) and the exact solution are plotted for different values
of y and t shown in Fig. 1.

Figure 1. Cdtm and an exact solution plotted for different values of t for Example 1

Numerical illustrations in Fig. 1 show that the CDTM solution approximates the exact solution
for specific values of t, but when we increase the value of t, the difference between CDTM solution
and the exact solution increases.

Example 2

Consider DDE

y′′ (t)− y (t) + η (t) y

(
t

2

)
= 0, 0 ≤ t ≤ 2π (14)

where

η (t) =
4 sin (t)

(2− 2 cos (t))1/2
. (15)

The initial conditions are
y (0) = 0, y′ (0) = 1. (16)

The exact solution is
y (t) = sin (t). (17)

After simplification of equation (14) we get

y′′ (t)− y (t) + 4 cos

(
t

2

)
y

(
t

2

)
= 0. (18)
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Applying DTM to equation (18) and equation(16), we get

(k + 1) (k + 2)Y (k + 2)− Y (k) + 4
k∑

i=0

(
1

2

)k cos
(
iπ
2

)
i!

Y (k − i) = 0, (19)

Y (0) = 0, Y (1) = 1. (20)

Putting k = 0, 1, 2, 3, . . . in equation (19) and using equation (20), we get the following series
components:

Y (2) = 0, Y (3) = − 1

3!
, Y (4) = 0, Y (5) = − 1

5!
. . . (21)

Now the series solution is given by

y (t) = t− 1

3!
t3 +

1

5!
t5 − 1

7!
t7 + . . . (22)

The numerical solution obtained in equation (22) and the exact solution are plotted for different values
of y and t shown in Fig. 2.

Figure 2. Cdtm and an exact solution plotted for different value of t for Example 2

Numerical illustrations in Fig. 2 show that the CDTM solution approximates the exact solution
for specific values of t, but we increase the value of t and the difference between the CDTM solution
and the exact solution decreases.

Example 3

Consider DDE

y′′ (t) = −1

2
y (t) +

1

2
y (t− π), t ∈ [0, π]. (23)

The exact solution is
y (t) = 1− sin t. (24)

The initial conditions are
y (0) = 1, y′ (0) = −1. (25)
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Applying DTM to equation (23), we get

(k + 1) (k + 2) y (k + 2) = −1

2
y (k) +

1

2

N∑
i=k

(−π)i−k

(
i
k

)
y (i). (26)

Now, if we take N = 8 and k = 0, 1, 2, 3,. . . , 6 in equation (26) and solve the system of linear
equations, then the series solution is given by

y (t) = 1− t− 0.413198t2 + 0.150668t3 + 0.0632388t4 + 0.0160175t5 + 0.00213381t6 (27)

−0.000368748t7 − 0.0000493414t8 + . . .

The numerical solution obtained in equation (27) and the exact solution are plotted for different
values of y and t shown in Fig. 3.

Figure 3. Cdtm and an exact solution plotted for different values of t for Example 3

Numerical illustrations in Fig.3 show that the CDTM solution approximates the exact solution
for specific values of t, but we increase the value of t and the difference between the CDTM solution
and the exact solution increases.

Example 4

Consider DDE
y′′ (t) = y (t− π), t ∈ [0, π]. (28)

The exact solution is
y (t) = sin t. (29)

The initial conditions are
y (0) = 0, y′ (0) = 1. (30)

Applying DTM to equation (28), we get

(k + 1) (k + 2) y (k + 2) =

N∑
i=k

(−π)i−k

(
i
k

)
y (i). (31)
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Now, taking N = 10 and k = 0, 1, 2, . . ., 8 in equation (31), we solve a system of linear equations and
the series solution is given up to ten terms by

y(t) = t+ 0.29635t2 − 0.119779t3 − 0.0191354t4 + 0.00651269t5 + 0.000680791t6 (32)

−0.000151587t7 − 0.0000123138t8 + .00000207178t9 + 0.000000200185t10 + . . .

The numerical solution obtained in equation (32) and the exact solution are plotted for different
values of y and t shown in Fig. 4.

Figure 4. CDTM and an exact solution for different value of t for Example 4

Numerical illustrations in Fig. 4 show that the CDTM solution approximates the exact solution
for specific values of t, but we increase the value of t and the difference between the CDTM solution
and the exact solution increases.

Error Analysis

We have computed the error analysis for Examples 1, 2, 3 and 4 shown in Tables 1, 2, 3 and 4.
For t in the domain 0.05 ≤ t ≤ 0.50 we have shown the difference between the CDTM solution and
the exact solution. However, when we increase the value of t, the difference between the CDTM and
the exact solution increases.

Conclusion

A new technique, the coded differential transform method (CDTM), is presented and applied to
delay differential equations for an approximate solution. The difference between the CDTM and the
exact solution is small for specific values of t and it increases when the value of t increases. The
CDTM has the advantage of reducing complex calculations, saves computation time and allows better
results to be obtained.
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Table 1. Absolute error |ycdtm − yexact| in Example 1

t |ycdtm − yexact|
0.05 0.0125255

0.10 0.023723

0.15 0.0336887

0.20 0.0425182

0.25 0.0503094

0.30 0.0571652

0.35 0.0631963

0.40 0.0685237

0.45 0.0732815

0.50 0.0776196

Table 2. Absolute error |ycdtm − yexact| in Example 2

t |ycdtm − yexact|
0.05 0

0.10 0

0.15 2.77556 · 10−17

0.20 2.77556 · 10−17

0.25 0

0.30 0

0.35 2.22045 · 10−16

0.40 1.11022 · 10−15

0.45 4.996 · 10−15

0.50 1.95954 · 10−14

Table 3. Absolute error |ycdtm − yexact| in Example 3

t |ycdtm − yexact|
0.05 0.00103459

0.10 0.00414141

0.15 0.00931706

0.20 0.0165468

0.25 0.0258036

0.30 0.0370469

0.35 0.0502223

0.40 0.0652595

0.45 0.0820724

0.50 0.100557

Table 4. Absolute error |ycdtm − yexact| in Example 4

t |ycdtm − yexact|
0.05 0.000746616

0.10 0.00300846

0.15 0.0068163

0.20 0.0121979

0.25 0.0191781

0.30 0.0277786

0.35 0.0380177

0.40 0.0499112

0.45 0.0634711

0.50 0.0787066
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