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The volume and structure of accumulated credit debt to the banking system depends on many factors,
the most important of which is the level of interest rates. The correct assessment of borrowers’ reaction to the
changes in the monetary policy allows to develop econometric models, representing the structure of the credit
portfolio in the banking system by terms of lending. These models help to calculate indicators characterizing
the level of interest rate risk in the whole system. In the study, we carried out the identification of four types of
models: discrete linear model based on transfer functions; the state-space model; the classical econometric model
ARMAX, and a nonlinear Hammerstein — Wiener model. To describe them, we employed the formal language of
automatic control theory; to identify the model, we used the MATLAB software pack-age. The study revealed
that the discrete linear state-space model is most suitable for short-term forecasting of both the volume and the
structure of credit debt, which in turn allows to predict trends in the structure of accumulated credit debt on the
forecasting horizon of 1 year. The model based on the real data has shown a high sensitivity of the structure
of credit debt by pay back periods reaction to the changes in the Central Bank monetary policy. Thus, a sharp
increase in interest rates in response to external market shocks leads to shortening of credit terms by borrowers,
at the same time the overall level of debt rises, primarily due to the increasing revaluation of nominal debt.
During the stable falling trend of interest rates, the structure shifts toward long-term debts.
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OObeM M CTPYyKTypa HAaKOIUICHHOH KPEAWTHOW 3aJI0JDKEHHOCTH Iepe]i OAHKOBCKOW CHCTEMOW 3aBHCST OT
MHOKeCTBa (DAKTOPOB, BAYKHEHIIIMM M3 KOTOPBIX SIBIISICTCS TEKYIIUN M 0)KNIaEMbIi YPOBEHb IIPOIICHTHBIX CTaBOK.
M3MeHeHns B OBEICHNH 3a€MINMKOB B OTBET Ha CUTHAJBI JICHE)KHO-KPEIUTHON TTOJUTHKH TTO3BOJISIOT pa3pada-
TBIBaTh SKOHOMETPUIECKHE MOJICIH, IPEICTABISIIOMNE THHAMUKY CTPYKTYPBI KPEIUTHOTO MOPT(Eesi O0aHKOBCKOM
CHCTEMBI 110 CPOKAaM Pa3MEILEHUs CPEICTB. DTH MOAEIN MOMOTal0T PACCUUTATh MOKA3aTeH, XapaKTepU3yoIne
BIIMSIHUE PETYJIMPYIOIINX JCHCTBUH CO CTOPOHBI LIEHTPAJIBHOIO OaHKa Ha yPOBEHb IIPOIIEHTHOTO PUCKA B LIEJIOM.
B paGore npoBoamiack HASHTU(HUKALMS YETHIPEX BUAOB MOJIENEH: TUCKPETHOH JIMHEHHOW MOJIeIN, OCHOBAaHHON
Ha TepeaaTouHbIX (YHKIMAX, MOAEIN B MPOCTPAHCTBE COCTOSHMH, KJIACCHYECKOH 3KOHOMETPHYECKOH MOJIENN
ARMAX u menmueitHo# Momenu Tuna ['ammepmreiina — Bunepa. s ux onmcanus ncnonb3oBaics (Gopmans-
HBIH S3BIK TEOPHH aBTOMATHYECKOTO YIIPABICHUS, a JUII WAeHTH(UKamu — mnporpammHsiil maker MATLAB.
B xoze uccnenoBanust ObIIO BBISIBIEHO, YTO JUISl KPATKOCPOYHOTO MPOTHO3UPOBAHUS 00BbEMa U CTPYKTYPBI Kpe-
JUTHOM 3a/I0JDKEHHOCTH OOJIbIIIE BCErO TOJIXOANT JUCKpETHAas JIMHEHHAsh MOJIETb B MPOCTPAHCTBE COCTOSHHH,
MO3BOJIAIONIAs] TPOTHO3UPOBATh TPEHJIBI 10 CTPYKTYype HAKOIUIEHHON KPEIUTHOM 3aJ0JKEHHOCTH Ha MPOTHO3-
HOM ropm3oHTe B | rox. Ha mpumMepe peaibHBIX JaHHBIX MO POCCHHUCKON OaHKOBCKOW CHCTEME MOJENb ITOKa-
3bIBA€T BBICOKYIO UYBCTBUTEJIBHOCTb PEAKLUM HA U3MEHEHUS B JCHE)KHO-KPEJUTHOM IIOJIUTHUKE, IIPOBOAUMOMN
HEHTPAIBHBIM 0aHKOM P®, CTpyKTypbI KpeOUTHON 3a0KEHHOCTH IO CPOKAaM ee TorameHus. Tak, mpu pe3koM
MOBBIIIEHUH MPOLIEHTHBIX CTABOK B OTBET HA BHELIHHE PHIHOUHBIE IIOKH 3a€MILUKHU MPEANOUYNUTAIOT COKpAILATh
CPOKH KPEJUTOBAaHUS, IPU 3TOM OOLIMH YPOBEHb 3a/I0JDKEHHOCTH MOBBINIACTCS MPEXIE BCETo 3a CYET BO3pac-
TaloIIeH MepeoleHKH HOMUHaIbpHOoTo foura. [Ipn gopmupoBaHuy yCTOMYMBOIO TPEH/IA CHIKEHHS HMPOLEHTHBIX
CTaBOK CTPYKTypa 3aJ0JUKEHHOCTH CMEIAETCsI B CTOPOHY JIOJTOCPOYHBIX KPEIUTOB.

KiroueBrle ciosa: KpeauTHad 3a10JDKCHHOCTD, IMPOLCHTHAs CTaBKa, JUHAMHUYECKOEC MOACIUPOBAHUC, MO-
JACJIb B IPOCTPAHCTBE COCTOHHHﬁ, MPOrHO3UPOBAHUE
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Introduction

The impact of interest rate dynamics is a determining factor in the borrowers’ decision-making
on the feasibility of Bank lending. However, it is impossible to determine accurately the extent of this
influence due to many other factors, for example, due to the peculiarities of developing certain sectors
of the economy, or due to the fiscal policy, or the level of credit risks and the like. Nevertheless, the
factor of the interest rate may be evaluated by selecting effective econometric models obtained on the
basis of real data, such as the term structure of the portfolio of credit indebtedness accumulated by
organizations to the banking system, and the dynamics of weighted average interest rates on credit
terms.

The correctly chosen method of modeling will allow to estimate not only the dynamics of
accumulated credit debt under different scenarios of monetary policy of the Central Bank, but also the
value of interest rate risk in the banking system based on the analysis of potential shifts in the term
structure of credit debt.

Literature review

To solve the proposed issue, the authors considered three types of models: state-space
model based on difference equations, Autoregressive-moving-average model with exogenous inputs
(ARMAX) and nonlinear Hammerstein — Wiener model.

It was decided to apply methodology and mathematical tools that are commonly used in control
engineering based on automatic control theory to build suitable models applicable for forecasting
economic processes, occurring in dynamic non-linear economic systems. This approach is similar to
quite young sciences of economic cybernetics and econophysics, emerged in the mid-1990s.

Dynamic modeling allows us to study system response to the external influences, and the future
states of the system, in this case, are a source of forecast. Concerning the application to the sphere
of economics, many researchers who offered their own approach to building models studied this issue
[Petrov et al., 1996; Krasnoshchyokov, Petrov, 2000; Krass, 1976; Romanovskij, Romanovskij, 2007].
For example, Stian Bu Solgéard [Solgard, 2009] made an attempt to build models of macroeconomic
systems in the form of systems of linear differential equations and used Simulink Matlab software
package. According to his study, models that can describe the national economy and include its
individual subsystems, describing meso-level, allow to analyze and design controls of parameters,
influencing the possibility of a debt crisis. In his research, he tried to establish the effectiveness
of several approaches to government regulation of the state economy, analyzing the dynamics of
macroeconomic indicators. His study suggests that the modeling of economic systems was carried
out “from the very beginning” in order to study the regulatory possibilities, while there is no link to
real practical data.

The application of ideas and methods of cybernetics to economic systems was considered in the
works of Kugaenko A. [Kugaenko, 2005, 2015]. He designed models in the form of linear differential
equations for various socioeconomic systems and relationships. The developed models were presented
in the form of structural diagrams, clearly describing all the connections in the differential equation
system. All these relations were derived analytically by proceeding from well-known formulas as well
as by the author’s knowledge and practical experience. The main disadvantage of this research is the
fact that the structure of most models is not supported by testing their compliance with a real practical
data. Unlike the Kugaenko’s studies, we applied system identification method for dynamic analysis
of the models instead of analytic derivation of the equations. This approach allows to evaluate the
parameters of the model, relying on the relationship between the already available input-output time
series. System identification is a sub-domain of automatic control, which includes theoretical studies
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together with software applications. Matlab System Identification Toolbox is one of those that designed
to work with the experimental data measured by sensors in technical systems. This software add-on
allows to choose both the type of the identified model and various identification methods, the basic
principles of which are described in [Ljung, 1999, 2008].

Initially originated to solve engineering problems, linear dynamical models, namely the state-
space models, were used by the founder of cybernetics N. Wiener and R. Kalman. Kalman subsequently
developed the legendary Kalman filter, which is widely used both in engineering and in econometric
applications. The use of such models for the time series analysis was considered by Durbin and
Koopman, Kiinsch and Migon, Giovanni Petris [Durbin, Koopman, 2001; Migon et al., 2005; Kiinsch,
2005; Petris et al., 2009]. In descriptions of these models, time series are often represented as a set
of three components: trend, seasonal and error. The interest in its usage is explained by the fact that
the state-space mathematical models have a clear structure that can be implemented programmatically
without any eminent problems and by the fact that they can be widely applied for solving various
kinds of tasks. Varshavsky E. in his work on the market structure indicators dynamics and dynamic
systems modeling successfully applied automatic control methods, state-space models and, in linear
dynamic games, an approach based on the use of operational calculus (Z-transform) [Warsawsky,
2012, 2018].

ARMAX model is a subset of vector autoregressive (AR) model type that was proposed
for the first time by C.Sims in 1980. Autoregressive models have found wide application for the
time series analysis and forecasting in the field of econometrics. An essential advantage of these
models, in comparison with models based on differential or difference equations, is the simplicity of
implementation and its greater flexibility, which makes it possible to exclude dependencies on some
variables. The disadvantage of such model is that it can catch insignificant or noisy information as
a basis for forecasting. The fact that such models can give accurate predictions and are quite simple to
implement is shown in [Zhang, Frey, 2015; Corréa et al., 2016].

Despite the fact that there is an equivalence between the state-space models and a classical
stationary autoregressive-moving average model, it is sometimes easier to work with one form rather
than with another. The main advantage of the state-space models compared to AR is its possibility
to build more effective structures with fewer parameters while describing multidimensional systems
and also its ability to be used for modeling and forecasting in the cases of both one-dimensional and
multidimensional systems [Shumway, Stoffer, 2011]. When constructing a model, its structure can be
designed strictly fixed as well as dynamically changing.

Since in most cases the interrelationships between economic time series have nonlinear nature,
it is appropriate to use nonlinear models for their description. The consideration of the nonlinear
model can be justified if we take a look at the approach of system dynamics in the economy, where
the behavior of economic systems is considered in the presence of feedback loops, reaction delays,
environmental influences and others. Thus, it is assumed that the identification of a nonlinear model can
be effective if there are deviations from the trend movement in the series. In our study, Hammerstein —
Wiener models could satisfy this criteria. In classification, it belongs to block-oriented models and
structurally represents the combination of dynamic linear systems and nonlinear memoryless blocks.
Hence, such models are extremely effective if analyzed time series can be decomposed into linear
and nonlinear components. The methods for identifying such models are described in [Billings, 1980;
Haber, Keviczky, 1999; Yu et al., 2014; Zhang, Frey, 2015; Ma, Lium 2015]. But the phenomenon
of overfitting is the main disadvantage of nonlinear models, when the model output corresponds too
closely to the training set of data, but it is unsuitable for forecasting.

The closest by the subject to predicting credit debt structure by the yield curve are the studies on
modeling the impact of the monetary policy of the regulator on macroeconomic parameters [Malyugin
et al., 2009; Makarov et al., 2011; De Fiore, Tristani, 2013]. Authors consider large macroeconomic
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models, including the dynamic stochastic general equilibrium model (DGSE). The main disadvantage
of such model is its bulkiness, as well as the fact that the practicability of each individual differential
equation is doubtful without separate verification. For such models, parameters are often evaluated
“by eye”. Models of credit debt, or related parameters, such as the M2 money supply, are usually the
part of such large models. Moreover, these works consider the main refinancing rate as an aggregated
parameter affecting credit indebtedness.

Methodology

Transfer functions are commonly used in automatic control when it comes to technical
description of the dynamic systems. A transfer function is a differential operator, which sets the
equation between the inputs and the output of a linear stationary system.

A discrete transfer function (1) can be written as [Dorf, Bishop, 2001]

Y(2)
W(z) = —, 1
(@) U0 ey
u(k) — input signal represented by discrete-time function, defined at distinct points in time;
y(k) — output signal represented by discrete-time function, defined at distinct points in time;
U(z) and Y(z) — Z-transform of the input and output signals, which can be considered as a discrete-time
equivalent of the Laplace transform.

In our case input signal is an interest rates vector:
IR(k) = (IR (k) IR>(k) IR3(k) IR4(k) IRs(k) IRs(k)),

IR (k) — interest rate values on loans for the period up to 30 days;

IR, (k) — interest rate values on loans for a period of 30 to 90 days;
IR3(k) — interest rate values on loans for a period of 90 to 180 days;

IR (k) — interest rate values on loans for a period of 180 days to 1 year;
IR5(k) — interest rate values on loans for a period of 1 to 3 years;
IR¢(k) — interest rate value on loans for a period of over than 3 years.

And output signal is a credit debt vector:
L(k) = (L1 (k) La(k)),

L, (k) — total credit debt for a period of less than 1 year;
Ly (k) — total credit debt for a period of over than 1 year.

At the model identification stage, grid-search was made for the discrete transfer function form
for each element of the input vector. The structural diagram of the model is shown in Figure 1. The
general form transfer function can be written as follows:

Wb XD B 1

(a?j - al.lj x 7D 4+ afj x 722)  IRi(2)’

Wii(2) = =1,2,...,6, j=1,2. )

We made a transition from transfer functions to state-space description to conduct modelling
in the software package (hereinafter referred to as Transfer Functions State-space model, TF SSM).
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IR, (k)
Wl 1
IR,(K) L,(k)
WZI
IRy(k)
IR (k)
Ly(k)
IR(k) °
IR (k) We,

Figure 1. The structure of credit debt model. /R(k) — input interest rates vector; W;; — transfer functions; L(k) —
output credit debts vector

Model represents a system of first order difference equations, which has interconnections between each
other. In our case, system can me written as:

{x(nTs +T,) = AX x(nTy) + Bx IR(nT), G

L(nT,) = C X (nTy)+ D X IR(nTy),

x(nT,) — state vector;

A — state (system) matrix, 24 X 24;
B — input matrix, 24 X 6;

C — output matrix, 2 X 24;

D — feedthrough matrix, 2 X 6;

T, — sample time.

For directly identified state-space models (hereinafter — State-space model, SSM), these matrices
dimensions depends on the order of the system. We used grid-search to choose the order, while the
estimation method for identification was chosen automatically by the toolbox.

Econometric ARMAX model in general can be described by the following equation:

YO +ay xy(t=1)+...+a,, Xyt —n,) =by Xu(t—n)+...+

4

+ by, Xu(t—ng—np+1)+cyxXet—1)+...+ ¢, Xet—ng)+e(t). @
Alternatively, in a more compact form:

A(q) x y(1) = B(g) X u(t — ni) + C(q) X e(0), &)

y(t) — output signal;

n, — number of poles;

np — number of zeros plus one;

n. — number of C-coefficients;

n; — number of points in the input signal that do not affect the output (dead time);
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y(t —1)...y(t — n,) — previous outputs on which the current one depends;
u(t—nyg) ... u(t—n;—np+ 1) — previous outputs and delayed inputs on which the current output depends;
e(t—1)...e(t — n.) — white noise.

Parameters n,, np, and n. are the ARMAX model orders. Identified nonlinear Hammerstein —
Wiener model has the structure shown in Figure 2, where
f — input non-linearity, which converts input signal u(¢) into w(t) = f(u(t));
h — output non-linearity, which converts signal x(z) into y(¢) = h(x(1));
W;, — linear discrete transfer function for w(r) and x(z).

IR(k) Input Output L(k)
Nonlinearity W, Nonlinearity —
f h

Figure 2. Hammerstein— Wiener model structure

Application of this type of models is usually based on the assumption that if the output signal of
the system depends non-linearly on the input signal(s), then it is appropriate to separate this dependence
into two or more components. In this case, system dynamics is described by linear transfer functions,
similar to those described earlier, while the nonlinear properties of the output time series are determined
by nonlinear blocks.

Model Identification

Model identification was conducted in Matlab software package using System Identification
Toolbox. This tool is usually applied for designing models of dynamic systems based on experimental
input and output data measured by sensors in the technical/mechanical systems.

In our case, we used time series of interest rates on loans for the periods from 2014 to 2019 as
an input, and time series of credit debts for the periods of less and over than 1 year as an output.The
source data are presented in the official “Bank of Russia Statistical Bulletin”.

To estimate the initial states of the models we used Instrumental Variables (IV) method, and to
minimize the loss function, we opted for Sequential quadratic programming (SQP). As the nonlinear
blocks of Hammerstein — Wiener model, we chose the piecewise linear functions. The accuracy of model
parameters identification in the System Identification Toolbox was estimated by using the normalized
root-mean-square deviation (NRMSD) for the output signals (Fig. 3).

llxref — x|l

Ffit(i) = 100 x (1 - (6)

\lxref — mean(xref)||’

xref — reference data;
x — test data;
fit — goodness of fit between test and reference data.

The comparison of the identification accuracy is given in Table 1, where Hammerstein — Wiener
model gives the best fit value; the other models are quite close in this indicator of accuracy.

In the course of research, it was found out that the identified nonlinear Hammerstein — Wiener
model presents the best results in fitting the given output function but it is absolutely unsuitable for
constructing forecasts due to the overfitting (Fig. 4). Non-linear blocks of the model are too “fitted” to
the output signal. Consequently, this model was not included in the resulting table of forecast values.

The stability of the remaining models was evaluated by the graphs of step response for each of
the input — output pairs (Fig. 5).
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Table 1. The comparison of the identification accuracy

Model name Identification fit Validation fit Max. error,
on NRMSE, % on NRMSE, % x10°
<1 year | >1 year <1 year | >1 year <1 year | >1 year
TF SSM 78.6 88.35 70.84 86.51 3.4 3.7
SSM 72.22 77.75 60.33 69.93 3.9 5.9
ARMAX 78.53 77.31 58.67 55.78 33 5.4
Hammerstein— Wiener | 85.91 90.37 <0 <0 3.4 6
165 %107 . . Measureld and simlflated modlel output . .
1.6 Fit to estimation data: 7
1.55 88.35 % i
1.5 .
1.45 .
1.4 .
1.35 i
1.3 .
1.25 .
1.2 .
1.15 ' ! ! ! ; ; !
0 2 4 6 8 10 12 14 16
Modeling time

Figure 3. Evaluation of accuracy by using normalized root-mean-square deviation (NRMSD) for TF State-space
model (model, identified using transfer functions and then converted to state-space)

x10®

--------- Model output H
2.5 —— Real output il

1.5 i

0.5

*
o
......

0 2 4 6 8 10 12 14 16 18

Figure 4. Results of a nonlinear forecasting modeling of credit debt for the time horizon of a year, Russian
Rubles
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Step Response

5
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-1.5 \

-2
0 100200 0O 100200 O 100200 O 100200 O 100200 O 100200
Time, seconds

To: y2

Figure 5. Step responses for TF SSM. ul-u6: inputs; y1, y2: outputs

Of the remaining models, a linear discrete TF SSM model was chosen for forecasting the trend
on credit debt, as the most accurately simulating the output signal (match with the reference function
at the validation stage is 86.51% for loans for a period of more than a year, and 70.84% for loans for
a period of less than a year). Validation was carried out on a part of the original data sample, NRMSE
assessment is presented in Table 1.

Despite the fact that the first model was the most successful in the validation stage, in general,
identification and validation performance was quite suitable, so we can assume good predictability of
the system. To test this hypothesis, we calculate Hurst exponent for the output time series, which is an
indicator of the presence of stable trends in the time series. This indicator is defined as follows:

R(n) | Ho o
E[m]—CXn ,n , (7)

R(n) — the range of the first n cumulative deviations from the mean, and S (n) is their standard deviation;
S (n) — standard deviation;

E[x] — the expected value;

N — the time span of the observation (number of data points in a time series);

C — constant.

For credit debt over a period of more than 1 year, the indicator assumes the value of 0.83, which
indicates the persistence of the time series, which indicates good predictability. For credit debt over
a period of more than 1 year, the Hurst coefficient assumes the value of 0.58, which also indicates the
presence of trends. Since the value of the indicator is closer to 0.5, this can explain lower accuracy
values for the models both at the identification and validation stage for this part of the debt structure.

As was mentioned at the end of the literature review, articles on modeling the monetary policy
at the macro level are the closest to the task posed in our study. At the same time, it is difficult to
compare the effectiveness of our forecast due to the lack of a completely identical task and assessment
in these works. However, when studying the effect of monetary policy on macroeconomic parameters,
researchers usually use aggregated parameters, i.e. main refinancing rate and total loan debt. The results
of our study proves that there are relationships between interest rates for various loan terms and the
structure of credit debt, which can be taken into account if it is necessary to clarify such large models,
i.e. it is advisable to use the yield curve for forecasting, which is confirmed by the results of validation.
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Modeling results

Further modeling was conducted in Matlab Simulink package, and we developed software to
simulate various scenarios of the monetary policy of the regulator (in our case, the Bank of Russia),
i.e. of changes in interest rates.

The Bank of Russia changes the key rate and affects the availability of credits and other
segments of the financial market. The market reaction to these changes is an obvious result of the
banking regulator decisions. In economics, this reaction is referred to as the “monetary transmission
mechanism”.

The software is developed as a training simulation that describes the changes in the overall
structure of credit debt depending on the regulatory impact of the Bank of Russia. It was developed as
a convenient solution for such modeling task (the transition from interest rates to any related economic
indicator), as part of the general task of developing simulations based on various socioeconomic
blocks. The development of simulations for such processes allows us to decompose the economy
into subsystems, and then move on to the meso- and microlevels, studying the change in the nature of
the relationship between indicators at different levels. Software interface is shown in Figure 6. User
sets the end date of the forecast modeling and the estimated values of the average weighted interest
rates for various loan terms. Then the data is linearly interpolated and fed to the input of the loaded
model.

MIRP - X
File Plots
Main Panel o Interest Rates
Time horizon Input name Modeling value
01012020 | Fom[01.012017]] To [o01012020 | [1m 14.1400
3m 16.7200)
6m 17.4900
Curve Type  [Curve 3 v inierpolate o 16.3300]
36 m 165700
60 m 14.7400)
[ Predict | [ calculate duration | Hold plot
G | | | | | ]
Jan 2017 Jul 2017 Jan 2018 Jul 2018 Jan 2018 Jul 2019 Jan 2020
Label Yield Curve =107 Loans

I s I s i o5 L s s s )
1im 3m 6m 12m 36m 60m Jan 2017 Jul 2017 Jan 2018 Jul 2018 Jan 2019 Jul 2019 Jan 2020
Loans summary

L 1 1 1 )
Jan 2018 Jul 2018 Jan 2019 Jul 2019 Jan 2020

Figure 6. Modeling software interface

To test the accuracy of the remaining models, we conducted modeling for three different types
of yield curve, in other words, for different scenarios of the monetary policy of the regulator (Fig. 7):

e the most likely scenario (basic) A, where no significant changes in interest rates on the forecast
horizon are expected;

e mild scenario B, where the central bank lowers the key rate to 4%, guided by low inflationary
expectations;
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e hard scenario C, where the key rate rises to 16%, responding to speculative attacks on the ruble
by currency speculators, which may be caused, in particular, by tightening financial sanctions.

Table 2 shows the last forecasting point for the modeling scenarios discussed above according
to the initial statistical data for 5 previous years (from 2014 to 2019).

Table 2. Loans for the last forecasting point, tril. Russian Rubles

Scenario TF SSM SSM ARMAX
>1year | <lyear | >1year | <l year | >1 year | <1 year
Basic 18.7 8.4 18.5 11.2 19.0 11.8
Mild 19.1 7.8 18.4 11.3 18.8 11.9
Hard 17.0 10.4 19.1 11.0 19.5 11.3
Short-term loans (< 1 year) Long-term loans (> 1 year)
11000 Scenario C Scenario B
7 19000 e e S B
.g 10000 L~ ] stat. data = T~
£ 2000 L ] Scenario A £ 18000 1 T~ < Scenario A
© ©
8000 A= 1] ~
e F - T Scenario B .
7000 v P stat. data 17000 Scenario C N\

01.01.2019
01.02.2019
01.03.2019
01.04.2019
01.05.2019
01.06.2019
01.07.2019
01.08.2019
01.09.2019
01.10.2019
01.11.2019 —
01.12.2019 —
01.01.2020
01.01.2019
01.02.2019
01.03.2019
01.04.2019
01.05.2019
01.06.2019
01.07.2019
01.08.2019
01.09.2019
01.10.2019
01.11.2019
01.12.2019
01.01.2020

Figure 7. Modeling results by 01.01.2020 for TF SSM for three scenarios of the monetary policy of the regulator:
A — basic; B — mild; C — hard

Discussion

The obtained results and forecast scenarios allow us to conclude that on the forecast horizon of
1 year, the developed model predicts an increase in total credit debt for any of the proposed scenarios.
Hard scenario that could be triggered by an external shock for Russia, for example, toughening
sanctions or a sharp fall in crude oil prices, can have a significant influence at the structure of credit
debts. At the same time, despite the highest interest rate compared to other scenarios, the growth of
total credit debt will turn out to be the highest under this scenario. This can be explained by the fact
that existing loans will be revalued at higher rates.

The mathematical apparatus used in the study made it possible to identify and explain the paradox
of a more rapid growth of the money supply in the short-term time interval after a significant increase
in interest rates. Tightening monetary policy has the strategic goal of reducing inflation and limiting the
growth of money supply in the economy through the inaccessibility of credit. In reality, we see a faster
growth in the money supply due to the revaluation of bank assets and liabilities at higher interest
rates. On the long-term time horizon, a slowdown in the process of issuing new loans due to a drop
in profitability in the economy is evident. The process of deleverage begins, when fewer and fewer
borrowers prefer banks, and those who have a stable financial condition, prefer to avoid new loans.
However, the overflow of already accumulated debts in the short term for unsuccessful borrowers with
a high level of debt burden may cause the need for additional borrowing, despite the increase in interest
rates.
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Conclusion

Summing up, we can conclude that the tools and methods used in cybernetics and automatic
control can be successfully used in the context of the task of predicting the structure of credit debt
from the dynamics of interest rates on loans. The results showed that the TF SSM, which is a system
of difference equations in the state space, was the most effective in predicting the structure of credit
indebtedness from the dynamics of interest rates on loans, benefiting the other models in the NRMSD
measurement. It was revealed that when constructing a nonlinear model of the Hammerstein-Wiener
type to solve this kind of problems, the phenomenon of overfitting arises, when the model is effective
only on the set of the training data. The directly identified SS and the classic ARMAX models give
similar results in the prediction but lose in the accuracy estimation at the identification stage.

Since the developed TF State-space model is linear and based on difference equations, it will
be effective only in forecasting the trend of credit debts. The maximum time horizon of the model for
forecasting is 1 year.
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