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Big science projects are producing data at ever increases rates. Typical techniques involve storing the data
to disk, after minor filtering, and then processing it in large computer farms. Data production has reached a point
where on-line processing is required in order to filter the data down to manageable sizes. A potential solution
involves using low-cost, low-power ARM processors in large arrays to provide massive parallelisation for data
stream computing (DSC). The main advantage in using System on Chips (SoCs) is inherent in its design philos-
ophy. SoCs are primarily used in mobile devices and hence consume less power while maintaining relatively
good performance. A benchmarking characterisation of three different models of ARM processors will be pre-
sented.
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XapaKkTepuCTHKA TECTHPOBAHUSA LEHTPAJIBLHOI0 IIPoLeccopa
Ha 0a3e npoueccopoB ARM

P.I'. Pun, M. Koke, T. Puramu, b. Meiago

Omoenenue @usuku, Ynusepcumem Bumsamepcpanda, FOxcuas Agppuxa, 2000, Hoxannecoype, 1 An Cuym
Agenio

Bonpiine HaydHBIE MPOEKTHI TEHEPUPYIOT AaHHbIE HAa BCE OO0Jiee BO3PACTAIOLIMX CKOPOCTAX. THUIHYHBIE
METOZBI BKIIOYAIOT B ce0si XpaHEeHHEe JAHHBIX Ha JHUCKE, MOCIe He3HAUYUTEIHHOro (MIBTPOBAHHMSA, a 3aT€M HX
00paboTKy Ha OOJIBIIMX KOMITBIOTEPHBIX (hepmax. [Ipon3BOACTBO NaHHBIX TOCTUIIIO TOW TOYKH, KOTJa TpedyeT-
csi 00paboTka B pexume on-line, 4ToObI OTHWIBTPOBATH JaHHBIE MO YNPABISEMbIX pazMepoB. [loreHunanbHOe
pelIeHre BKIIOYaeT B ce0sl MCIOIb30BaHUE HU3KO 3aTpaTHBIX npoueccopoB ARM ¢ ManeHbKOW MOIIHOCTBIO B
6oipIIMX MaccuBax sl OOECHEedeHUs] MACCHBHOIO paclapaIeIMBaHUs Ul BBIYMCICHUH MOTOKAa JaHHBIX
(DSC). I'maBHOE npenMyIIECTBO B UCIIOJIb30BAaHUU CHCTEM Ha ofHOM KpHctaiure (SoCs) npucyuie camoit ¢uio-
cotun 3Toii paspaborku. CucTeMBl Ha MUKPOCXEME, IPEX/Ie BCETO, UCTIONB3YIOTCSI B MOOMIIBHBIX yCTPOWCTBAX
U, CIJIe/IOBATENIbHO, NOTPEOISIOT MEHbBIIE SHEPIHU MPH CBOEH OTHOCHTENIBHO XOpOLIEH NMPOU3BOIMTEIHHOCTH.
JaHo onycaHKe TECTUPOBAHUS TPEX pa3IUUHbIX Mojenel npoueccopoB ARM.

KnroueBbie CII0Ba: BBICOKAsl BBIYHMCIUTENbHAS MPOIYCKHAS CIOCOOHOCTh, OOJBIINE JaHHBIC, CUCTEMa Ha
ARM uurre, 3TaJIOHHBIE TECTHI
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1. Introduction

The term ”Big Data” has caught on in the mainstream media and science worlds. While this word
in now ubiquitous and almost exhausted in it’s use it still identifies an important issue in the science
community. Processing data is getting more difficult due to the shear amount being produced. In the
year 2022 the ATLAS detector will be upgraded and in doing so will produce in the order of Petabytes
per second of raw data [ATLAS C 2012 Letter of Intent..., 2012]. There is no feasible way to process
this much data in a reasonable amount of time. This is largely due to external Input/Output (I/O)
bottlenecks present in current super computing systems. A team at the University of the
Witwatersrand, Johannesburg is actively involved in the development of a computing system which is
both cost-effective and able to provide high data throughputs in the order of Gigabits per second.
There are four widely accepted computing paradigms. The first, and most commonly known, is the
High Performance Computing paradigm (HPC) which is focused on the raw number of calculations
performed per second. The second is the Many Task Computing (MTC) which focusses on the number
of jobs that can be completed in a given amount of time. Real Time Computing (RTC) involves very
strict restrictions on execution times (such as air-bag sensors or process controls). Finally, a fourth
paradigm called Data Stream Computing (DSC) involves the processing of large amounts of data with
no off-line storage. The processing unit that the team at the University of the Witwatersrand is
designing falls under this DSC paradigm and provides the motivation for this paper. In order to design
a processing unit that is capable of handling high throughputs the system must be very well balanced.
A better understanding of the SoCs is needed in order to achieve this. Presented below is a CPU
benchmarking characterisation of three ARM based SoCs.

2. Hardware

Three ARM system on chips will be characterised. The Cortex-A7, Cortex-A9 and Cortex-A15
are available on the Cubieboard2, Wandboard and Odroid-XU+E platforms [Cubieboard 2013 Fedora
19..., 2013; Freescale..., 2009; Hardkernel,...2013]. The specifications of each board can be found
in Tab. 1.

Table 1: Specifications of the ARM platforms.

Cortex-A7 Cortex-A9 Cortex-A15
Platform Cubieboard A20 Wandboard Quad ODROID-XU+E
SoC  Allwinner A20 Freescale . MX6Q Samsung 5410
Cores 2 4 4 (+ 4 Cortex-A7)
Max. CPU Clock (MHz) 1008 996 1600
L2 Cache (kB) 256 1024 2048
Floating Point Unit VFPv4 + NEONv2 VFPv3 + NEON VFPv4 + NEONv2
RAM (MB) 1024 2048 2048
RAM Type 432 MHz 32 bit DDR3 528 MHz 64 bit DDR3 800 MHz 64 bit DDR3
Ethernet (Mb/s) 100 400 100
PCI-Express (Gb/s) - 5 -
2014 Retail (USD) 65 129 169

3. CoreMark

CoreMark was developed by The Embedded Microprocessor Benchmark Consortium (EEMBC)
and has been proposed as the replacement for Drystone by ARM Holdings [Dunn and Marini, 2009].
The benchmark is specifically designed for Embedded Microprocessors which makes it an ideal
benchmark to use. There are numerous pros to using CoreMark and they are summarised by Eric
Schorn, VP marketing, Processor Division, ARM "We believe that CoreMark represents a significant
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improvement on the current Dhrystone benchmarks by measuring processor behaviour that could more
realistically be expected in a real application. Combined with greater access to the results, this new
benchmark should enable developers to obtain an unambiguous representation of processor perfor-
mance enabling comparisons between competing processors to be made.” [Dunn and Marini, 2009].
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Fig. 1: a) Different flag combinations for compiling and b) Coremarks as a function of Iteration counts
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CoreMark uses four common algorithms found in realistic applications such as matrix manipula-
tion, linked list manipulation, state machine operations and cyclic redundancy checks. This provides
an overall *’realistic” performance of the chips. Additionally, Coremark has strict online result sub-
mission guidlines. This provides a trustworthy and strong database of results with which to compare
your own chips. The result is reported as the number of iterations of these four common algorithms per
second. Figure 1a) shows the performance of different combinations of compiler flags. The best per-
forming flag combinations can be seen in Tab. 2

Table 2: Best Performing Flag Combinations

Architecture Flag Combination

Cortex-A7 -mfloat-abi=hard -ffastmath -O3 -mfpu=neon-vfpv4 -march=armv7-a -mtune=cortex-a7
Cortex-A9 -mfloat-abi=hard -ffastmath -O3 -mfpu=neon -march=armv7-a
Cortex-A15 -mfloat-abi=hard -ffastmath -O3 -mfpu=neon-vfpv4 -march=armv7-a

Figure 1b) shows the performance rise to a plateau for increasing iteration count. A particular cri-
teria for result submission is to run the test for at least 10 seconds. This will be at approximately 2048
iterations and is well onto the plateau which illustrates why the database results are a fair comparison.

Figure 2 shows CoreMark results for various different systems. The first three bars represent the
Cortex-A7, A9, and A15 results that we measured ourselves and the last four are from the CoreMark
online database [EEMBC OnlineDatabase...]. The chosen systems are: a low powered Intel Atom 330,
Intel Atom N2800, mid range Intel 17 2600 and a high end Intel 17 3930k. From Figure 2a) it can been
seen that the high end Intel 17°s are much more powerful per core. The Cortex-A9 is similar to the At-
om 330 and like wise the Cortex-A15 is similar to the Atom N2800. Both sets of chips were manufac-
tured around the same time. It must be noted that the Atom N2800 only has two cores while the Cor-
tex-Al5 has four, which means that the overall performance of the Cortex-Al5 will still be better.
Looking at the performance per watt in Fig 2b) the complete opposite is observed with the Cortex-A15
being over 3 times more efficient than the Intel 17 3930k. The power consumption measured for the
Cortex chips included all peripherals while the Thermal Design Power is quoted for the Intel chips.
This means the power consumption of the Intel chips would most likely increase when taking into ac-
count all peripherals.
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CoreMark Normalised
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Fig. 2: a) CoreMark results for various systems normalised to the number of cores and b) CoreMark per Watt for
various systems

4. High Performance Linpack

Coremark gives an overall performance of a system but to understand the computing capability
one must use a benchmark like High Performance Linpack. This benchmark uses matrix manipulations
to give the number of Floating Point Operations Per Second (FLOPS) that a system can achieve in
double precision [Dongarra et all, 2003]. It was introduced by Jack Dongarra in 1979 and first reported
in the LINPACK Users Guide [Dongarra et all, 1979]. HPL is currently being used on the TOP500
Super-Computing List [TOP500, 2013] which makes the benchmark a necessity when characterising
the ARM CPUs since its largely accepted and understood. HPL is scalable and specifically targeted at
distributed memory clusters. An important measurement is the number of FLOPS measured per Watt
of the system. This can be used to compare to the GREEN500 [GREENS500, 2013] which is a super-
computing list based on efficiency rather than pure performance with results measured in
GFLOPS/Watt.

HPL Double Precision
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Fig. 3: Double precision High Performance Linpack results for Cortex-A7, Cortex-A9 and Cortex-A15
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Figure 3a) shows the typical results reported by HPL for double precision floating point numbers.
For clarity the array size (x-axis) is shown as the amount of memory used rather than the actual NxN
matrix size. The Cortex-A15 performs the best with a GFLOP score over 3 times higher than the Cor-
tex-A9. The Cortex-A7 is designed to be low performance with low power consumption so it’s not
surprising that it achieves approximately 0.8 GFLOPS. For very small array sizes (small sizes in
RAM) there are large overheads when HPL is running. This is expected to be due to the calculation on
given small arrays being shorter than the time taken to populate and fetch data from RAM.

Figure 3b) shows the double precision HPL Efficiency expressed as GFLOPS/Watt. The best per-
forming result is taken. The Cortex-A15 is not 3 times the efficiency of the Cortex-A9. It is only a fac-
tor of 1.8. The Cortex-A15 attains a peak of 0.87 GFLOPS/Watt. This would be placed at 110th spot
in the Green500 list [Green500-Top200, 2013]. Its interesting to see that the performance efficiency
doubles from one architecture to the next. It is surprising to see that the Cortex-A7 has such low effi-
ciency but this is attributed to all the external peripherals that increase the power consumption.

5. FFTW

The Fastest Fourier Transform in the West (FFTW) is a benchmark based on the discrete Fourier
transform [Rajovic et all, 2013]. This type of transform is unique in that it has a finite number of ele-
ments and thus can be solved computationally. The transform allows a change of domain for a given
set of data. The FFTW reports data in MFLOPS = (5SNlog10N)/t, where N is the size of the FFT and t
is the time taken to compute the FFT. This is a theoretical performance but found to be quite accurate
as it can be compared to results obtained for HPL. A second result reported is the throughput. Using
the size of the FFT and the time taken to compute the MB/s throughput can be calculated. This is use-
ful in the context of Data Stream Computing.
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Fig. 4: FFTW benchmarks for the ARM Cortex-A7, A9 and A15 showing best-case multi-core and multi-process
performance (a) and theoretical FFT throughput (b)

Figure 4a) shows the performance for various FFT sizes, N. It can be seen that the peak perfor-
mances are similar to that of HPL in Fig. 3a). The shape is not smooth and this is due to the CPU spe-
cific components such as cache sizes, memory controllers and architectures. Figure 4b) shows the the-
oretical throughput that could be achieved if there were no bottle necks. Unfortunately the 1/O perfor-
mance is drastically limiting. Table 1 shows the connectivity of each SoC. The Cortex-Al5 and
Cortex-A7 both are limited to 1 Gb Ethernet while the Cortex- A9 has a PCle lane at 5 Gb. For larger
N values around 2'° we see the SoCs reaching the 1 Gb throughput range. The Cortex-A15 has a sec-
ondary peak at this point in the order of 5 Gb. This indicates that a Cortex-A15 could saturate a single
PCle lane for complex FFT problems.
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6. Conclusion

The performance of the Atom is comparable to the Cortex A9 but looking at the power
consumption it can be seen that the Atoms are less power efficient. The power consumption of the
Atoms is based on their chip specifications alone so taking into account the need for a motherboard
and all peripherals this is expected to increase. The Cortex-A7 does not have sufficient performance as
seen in the HPL results in Fig 3a. There are newer ARM cores available such as the Cortex-AS50 series
[Holdings A Cortex-A50...] and new Atoms such as the Z34XX Series [Intel..., 2014] which will usher
in the 64 bit architectures. The new Atoms are SoCs and the power consumption will be better than the
Atoms shown in this paper. These new ARM architectures will have double precision NEON
extensions which will drastically increase their performance as current NEON extensions are only
single precision. Intel have opened their fabrication plants to the new Cortex-AS53 on their 12 nm
trigate technology [Martenson, Altera, 2013] so the expected performance of these ARM CPUs and
possibly the newer Atoms will increase significantly and could offer a cheaper alternative for parallel
computing. The same can be said for the new generation of Atoms.
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