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Modeling of carbon nanostructures by means of classical molecular dynamics requires a lot of computations.
One of the ways to improve the performance of basic algorithms is to transform them for running on SIMD-type com-
puting systems such as systems with dedicated GPU. In this work we describe the development of algorithms for com-
putation of many-body interaction based on Tersoff and embedded-atom potentials by means of OpenCL technology.
OpenCL standard provides universality and portability of the algorithms and can be successfully used for development
of the software for heterogeneous computing systems. The performance of algorithms is evaluated on CPU and GPU
hardware platforms. It is shown that concurrent memory writes is effective for Tersoff bond order potential. The same
approach for embedded-atom potential is shown to be slower than algorithm without concurrent memory access. Per-
formance evaluation shows a significant GPU acceleration of energy-force evaluation algorithms for many-body po-
tentials in comparison to the corresponding serial implementations.
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MogenmpoBaHye YIIepOIHBIX HAHOCTPYKTYP METOIOM KJIIACCHYECKOH MOJICKYJISPHOW IUHAMHKH TpeOyeT
Oompmx 00beMOB BBIUMCIEHHHA. OQUH 13 CHOCOOOB TOBBIIIEHHS MPOU3BOJUTEIHFHOCTH COOTBETCTBYIOIINX ANTo-
PUTMOB COCTOUT B X afanTaiwu 1t padoTel ¢ SIMD-1og00HBIMU apXUTEKTYpaMH, B YACTHOCTH, C TPAPHICCKIMU
nporieccopamu. B naHHO# paboTe paccMOTpeHbI OCOOEHHOCTH AITOPUTMOB BBIYHCIICHUSI MHOTOYACTHYHOTO B3aUMO-
JICWCTBUS HA OCHOBE KJIACCHUYECKUX MOTCHIMAIOB Tepcodda 1 morpy>KeHHOro aToMa € HCIOJIb30BAaHUEM TEXHOJIOTHH
OpenCL. Craagapt OpenCL no3Bosser 006ecrieunTs YHUBEPCATBHOCTD U IEPEHOCHMOCTD aITOPUTMOB H MOXKET OBITH
3¢ PEKTHBHO HCIOJIBL30BaH JIIS TeTCPOreHHBIX BBIMUCIICHUIA. B 1aHHOI paboTe cienaHa oneHKa MPOU3BOAUTEIIEHOCTH
OpenCL airopuTMOB BBIYHCICHHSI MEKATOMHOTO B3aUMOJCHCTBUS [UIsl CHCTEM Ha 0a3e IeHTpaIbHBIX U rpaduue-
CKHX TIporieccopoB. [lokazaHo, 4TO UCIIOTE30BaHKE AaTOMAPHBIX oneparuii 3G(GHEKTUBHO JUT BBIYUCICHHS TOTCHIIHA-
na Tepcodda u HeIDPEKTHBHO B ClIydae MOTEHIMANA TTOTPYKEHHOT0 aroMa. OIeHKa MPON3BOAUTEIEHOCTH ITOKA3bI-
BaeT 3HauuTeNbHOE yckopenue GPU peanu3aiivy anropuTMOB BBIYHCIICHHS TIOTCHIIMATIOB MEKATOMHOTO B3aHMO/ICH-
CTBHSI 110 CPABHEHUIO C COOTBETCTBYIOILIMMH OJHOMIOTOYHBIMH AJITOPUTMAMH.

Kirouesrpie coBa: GPGPU; OpenCL; MHOTOYAaCTHYHBIE MOTEHIMATIBI B3aMMOACHCTBHS, MOTeHIHAI Tep-
codda, moTeHIIA OrPYKEHHOT'O aTOMa; AaTOMAPHBIC OTIEPALUU
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Introduction

Atomistic modeling is computationally intensive problem. Serial realization of algorithms can be
done only for modeling of small system of atoms. Cluster type computing systems used in most cases to
solve the problem of high computational complexity can be good but sometimes have problems with
long time waiting for resource. Besides creating effective MIMD algorithms is a real challenge. The al-
ternative way is optimization of existing algorithms for SIMD/SIMT hardware devices such as graphic
processing units (GPU). GPU is a part of contemporary clusters and heterogeneous systems. Using such
devices allows increasing the performance of algorithms along with decreasing of the power consump-
tion. Such approach is good in sense higher availability of computing resources as some hardware such
as personal computer with dedicated GPU or GPU-based GRID systems can be built.

The main problem of using heterogeneous parallel systems is creating of the effective algorithms by
means of appropriate memory access patterns and load balancing. But the optimal algorithms should take
into account the architecture of computing system so we are coming to development of algorithm for
specific devices. That way is proposed by CUDA technology [Jason Sanders, Edward Kandrot, 2010].
CUDA is designed for NVidia GPUs only and does not assume free support of CPU computation. Such
approach is very tedious and one prefers to have an algorithm for all devices. There are also some new
technologies. For example, such technology as OpenACC give OpenMP-like pragmas for GPGPU adap-
tation but actually it is not free. OpenMP 4.0 is supported by gcc but it is under development and not
available for all platforms. The only crossplatform technology with free SDKs available for all popular
operating systems is OpenCL [Gaster et al, 2011]. It is supported by most of hardware vendors, gives
access to most of GPU features via the frontend and makes it possible to use the same kernel code with
different devices. So we come to a compromise between the performance and universality. We use
OpenCL technology for CPU-based systems and for GPU programming as GPUs are the devices with
the best ratio of performance and power consumption. The latter is also important in Russia as the re-
forms of 90-th result in no hope that electrical energy would ever be less expensive.

GPU are basically computer graphics devices and they are optimal for rendering. But with uni-
fied architecture we have a capability of GPGPU computation. There are the following advantages of
GPU over traditional CPU systems:

e Large number of processor cores.
Threads are lightweight and large number of threads hides global memory latency.
The L1 cache (local memory) is available for direct access by programmer.
Large memory bandwidth.
Complete RISC architecture without CISC converter.
These advantages can be got for good use in computing as long as appropriate technology would
be applied. OpenCL was chosen as such GPGPU technology.

There are some algorithms that can be effectively done by means of SIMD-similar hardware. One
of such problems is molecular dynamics simulation. The critical aspect of classical molecular dynam-
ics [Allen, Tildesley, 1990] and Monte-Carlo methods [Bielajew, 2001] is the choice of an appropriate
energy function (potential) for describing the interatomic interactions. Our objective is modeling of
carbon nanostructures such as graphene, fullerenes and nanotubes. So we need special potentials for
adequate computation of their energetic. The most of these potentials are many-body. In this work we
evaluate the performance of OpenCL algorithms of Tersoff potential in comparison to EAM potential
for modeling of metallic systems.

Complicated form and larger set of parameters of many-body potentials results in large computa-
tional requirements. So the acceleration of existing algorithms of interatomic interaction is especially
needed.

Interatomic potentials

In atomistic modeling quantum chemistry is the best way to reproduce experimental results but it
is usually used for simulation of relatively small systems of atoms. We have about 10 atoms in 2
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gramms of carbon. So we need Exascale supercomputer for modeling of real patterns and that become
almost impossible by now to do that via quantum mechanical approach. Classical and semi-classical
simulations are a real compromise and they are used for modeling of relatively large atomic systems.
Interatomic potential can be described by the potential function. The potential function U(r,,r»,
., Fy) is the dependence of the potential energy of N-atom system on their coordinates. The forces in
MD simulation are defined by the potential,

ou(r,,r,,...ry)

or, ’ b

F=-

where r; is a position (3D vector) of the atom /, F, — force (3D vector) acting on the atom /.

The most popular types of potentials used in numerical software are pair potentials. The interac-
tion of any pair of atoms depends only on their spacing and is not affected by the presence of other
atoms. Full potential energy in that case is the sum of pair interactions:

U(r,r,,..,ry)=— Z ZU"“” 2)

i=l j=l(j#i)

where r;; is a distance between atom i and atom j. The most popular pair potential implemented in the
most MD software is Lennard-Jones (LJ) potential.

Though it can be effectively implemented on GPU [Anderson, Lorenz, 2010] it is not good for
modeling of specific systems such as carbon nanostructures and metallic systems. Indeed, low density
structures of covalent systems are instable with pair potentials.

That is why for modeling of covalent crystals, carbon nanostructures, metallic systems and poly-
mers more complicated many-body potentials [Erkoc, 1997] are widely used. The set of parameters of
many-body potentials are usually derived via quantum mechanical methods [Kumagai et al., 2009,
Lebedeva et al., 2012]. That is why many-body potentials are much more accurate and can reproduce
mechanical and transport phonon properties of carbon and metallic nanostructures.

A general form of many-body potentials such as Tersoff potential [Tersoff, 1989] and embedded-
atom potential [Murray, Foiles, 1993] can be written as a sum of pair and many-body terms [Brenner,
1989]:

U, = %Z U (e, )+ U, 3)

J#l

where U; is an energy per atom i.
Embedded-atom potential takes into account many-body interaction by means of nonlinear em-
bedding function in energy functional:

Uimb :E[(pi)’pi :ch(ry‘)’ (4)

J#i

where p; is an electron density per atom i, £, is embedded energy per atom i, c{(7;;) represents the influ-
ence of atom j to the electron density (p;) of atom i.

The main advantage of many-body potentials over pair potentials is the ability to describe the
variation of the bond strength with coordination. Tersoff and Tersoff-Brenner potentials can reproduce
the same mechanism by means of bond order formalism. Bond order function includes angle depend-
ence that makes Tersoff potential many-body. The simplest functional form of Tersoff potential can be
written in the following form:

U= ZU :—ZZU

i

2015, T. 7, Ne 3, C. 549-558




552 A. A. Knizhnik, A. S. Minkin, B. V. Potapkin

0p)=r,le)

:__z (”ij)’
b

/#l

U, =U +U" =Vl )-b,7 (1),
Vi (”y) 1l ( )A exp( ﬂ«l,ijl”,»j), [repulsive term]
V, (I"U) Sl ( )B exp( Ay iy ), [attractive term]
b; = [1 +p" "] 2n [bond order function]
z G ( ) lk lk explﬁﬂ 1/k 1/ 1k )’"J
k(#i,))
2 cZ

G\O, )J=7.1+— ,  [angle dependence function]
( jk) j{ > & +(cost9—c0590)2}

Lifr, <R-D,
fa (l’[k ) = %{1 — Sin[%ﬂ, if R-D<r, <R+D, [cutoff function]

0,if r, >R+ D.

The Tersoff potential is short-ranged as it uses the cutoff function. So the local environment has
limited number of atoms. That is why neighbor list can be used to represent the local environment [Al-
len, Tildesley, 1990]. Neighbor lists allow to speed up the computation of interatomic interaction by
eliminating of N’ search. That is especially important for computational expensive many-body
potentials.

So many-body potentials have the following advantages:

e That is more adequate model of interatomic interaction than pair potentials. So more macroscopic
parameters and physical constants can be represented by many-body potentials as they have more
complicated parametric form.

e Appropriate parallel algorithms can be effectively designed because of interaction locality.

The disadvantages of many-body potentials are concerned with the need to match a lot
ofconstants customized just for specific chemical compounds and their computational complexity.

The problem of high computational complexity of many-body potentials can be solved by the ad-
aptation of the algorithms to such computing architectures as GPU and accelerators. Unfortunately the
basic serial algorithms cannot be used on GPU without adaptation as some features of the accelerator
architecture such as memory hierarchy are needed to be taken into account [Jason Sanders, Edward
Kandrot, 2010, Gaster et al., 2011].

The following subsections are dedicated to description of various algorithms with concurrent
memory access without it.

GPU algorithms for Tersoff potential

GPU algorithms for potential can be represented by computation of per atom energy along with
force acting on atom. So we have parallel thread for each atom in systems. The more threads we have
the best as global memory latency would be hided.

Parallel GPU algorithm for Tersoff potential can be represented in two forms:

1. Algorithm with atomic operations with memory (Algorithm A).
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2. Algorithm without atomics (Algorithm WA).
Algorithm A can be represented as a transformation of the serial algorithm in the following form:
e Algorithm A is assumed to run for N work-items in 1D index space (N GPU threads).
o FEach thread i
1. calculates U;:

U, = %ZVR (ﬁy)_%zby‘VA(’”y);
J#i J#i

where j are the numbers of neighboring atoms of atom i (j#i);
2. calculates F:

) 1w, ) 1o, ob, G
—F — gyl = i/, = j io_ ). 24
F,=F Z ar. + thf/’ or. + 2%‘, or V, (’”ij )’ or p(sy) >

i i i

3. Calculates and sums with atomic operations F, nF; (j and k are the numbers of neighbor-

ing atoms of atom 7 (j#i, k#i ):

1 ov,(r) 1.« ab, ob, dg,
F =F ——b — ) AN gy () 00—y ). 220
J J 2 y arl 2 Zk: 61’/ A(r;j)’ ar/ p(gl/) 61‘/
| < 0b, ob, o,
F =F +-> 2V (r ) =% = p(c,) —L,
k k 2 ; ark A(l_/) 8l'k p(gy) al’k

pe =5l YT (e, s

Atomic operations are intended to summarize correctly the force contributions to the interaction

in parallel streams. In this case, memory is a shared resource and atomicity is achieved in several
stages: blocking of the resource, summation, release of the resource. Three of these steps provide
exclusive access to a portion of memory and atomicity prevents wrong updates, i.e. atomic operation is
either successful or returns the occupation of the shared resource. In the case of occupation, the update
of the memory cell by the other stream is delayed, i.e. the access of multiple threads to the same
memory location serializes, resulting in a relative decrease of parallel efficiency.

Algorithm A is the most evident modification of serial algorithm but it can be transformed in the

form without atomic operations with memory. That is possible for most potentials but for the sake of
increasing the number of operations inside the thread. We need atomic operations with memory only
to compute forces. In case of energy no concurrent access is needed. But the force computation can
also be done without atomics as following (Algorithm WA):

Algorithm WA is assumed to run for N work-items in 1D index space (N GPU threads).
Each thread i
1. Calculates

1
Ui:EZUij.

2. Calculates

1
F, __EZ

8UU+8Uﬁ 1 z Uy,
m\ or, or 2 or,

i J#ELk#I
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ou, ovilr,)  ov,(y) ob, ob, dg,
or,  or, i or,  or, Va (r’j ) a_rl._p(g” )’ 61;./ ’
oU, Vylr,)  av,lr) ob, G
Jji _ R(”t/)_b A(ru)_ Ji A(r ) Ji =p(gﬁ). o ;

or.  or. o or. or. v or or

i i i i i i

oU,  ob, ob, c
Jk _ Tk Jk _ Y. 2k
or. or. A( Jk )’ or. p(gjk) _8

i i i

The Algorithm WA has the following features:
1. The neighbor list must be calculated with double cut radius (two coordination radius) for cor-

rect calculation of 0b, / Or, as

k(#j.0)

[l+ﬂn§n] m=|1+p" ( ZG ( ]lk) ny exp[/13 /zk rjk)m]]

has the functional dependence from the f (rjk) term, i.e. the whole neighbor list of the atom i needs
also to include all atoms j with r; > R+D and r; < R+D.
2. Additional calculations of b,,, b. ab /or;, 8[) /or, and 6b /Or, must be done inside of

g i i
each thread. So we have more computations than in the Algorlthm A.

3. The present version of the Algorithm WA has more local variable per kernel than the Algo-
rithm A. The limitation of register number per thread (64 registers for NVidia Fermi architec-
ture) results in significant register spilling.

So we need extra computations and global memory transactions for Tersoff potential for the sake
of eliminating of atomic operations.

GPU algorithms for embedded-atom potential

Many-body embedded-atom potential can also be implemented on GPU with atomic operations
(Algorithm A):
e Algorithm A is assumed to run for N work-items in 1D index space pa6ot (N GPU threads).
e FEach thread i
1. Calculates

v-Lzur, )E(z()J .

2. Calculates

op;, or, or,

J#l i i

F F——Z[aE o, (3 aUW(zJ)].

3. Calculates and sums with atomic operations all F, (j are the numbers of neighboring at-

oms of atom i, j#i ):

FF 4L Oc,(ry) QU™ (1)) |
72\ op, or, or,
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The more natural way is to compute embedded-atom potential without atomic operations:
e Algorithm WA is assumed to run for N work-items in 1D index space padot (N GPU threads).

e Fach thread i
1. Calculates
1 air
U, :EZU: (”z’f)"’Ei[ch(rzj)j'
J#L J#l

2. Calculates

" :_Z(an o, OE, O, +laU5””(4j)]‘
" S\ op, or, op,or, 2 o

Results

The performance of the described algorithms for Tersoff and embedded-atom potentials is evalu-
ated via the following computer systems:
e (CPU: Intel Core 15 760, GPU: GeForce GTX 470, Windows 7, Visual Studio 2008, *.

e (CPU: Intel Xeon X5650, GPU: Tesla M2050, Linux, **.

For the following testing configurations AMD APP SDK 2.8 was used as a realization of
OpenCL CPU platform and CUDA Toolkit (CUDA 4.2.1) as a realization of OpenCL GPU platform.
All GPU computations and comparisons were done on one node of computer system mostly with
single precision arithmetic.

The main point of the comparison is to find the impact of the atomic operations with memory on
the performance of calculation of the forces due to many-body interaction between the atoms. The re-
sults of benchmarks are summarized in Table 1. The corresponding optimal algorithm is highlighted
with italic (lower is better).

Table 1. Performance of the OpenCL algorithms for many-body interaction

Execution time ratio \ Number of 1000 2000 4000 8000 16000
atoms

E;S(giffh?nl’\‘{m / Algorithm A* 33.43 33.49 33.54 32.8 33.68
X?;%‘iffhﬁl)\%}x / Algorithm A* 9.67 9.62 10.42 10.68 11.94
ﬁ;ﬁf&%‘% J Algorithm A** 48.89 54.25 55.37 60.29 70.55
Eg%izchlz:?ﬁ/ 4/ Algorithm A* 0.66 0.86 0.76 0.69 0.49
ngi%UV’V 4/ Algorithm A* 0.51 0.48 0.47 0.48 0.49
ngﬁl}w 4/ Algorithm A** 0.63 0.41 0.09 0.23 0.20

The next point is a speedup comparison. The following variants of energy and force computation
algorithms are considered:
e Serial CPU algorithm;
e  OpenCL algorithm with atomic operations;
e OpenCL algorithm without atomic operations.

The speedup of OpenCL algorithms is estimated by comparison of their execution time
with the corresponding execution time of the serial algorithms (Fig. 1 and 2).
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Tersoff potential (CPU) Tersoff potential (GPU)
~4-AgorithmA: OpenCL vs serial - -#-Algorthm WA: OpenCL vs seril ~4-Algorithm A: OpenCL vs serial ~&-Algorithm WA: OpenCL vs serial
10 75
8 60
o
g 2 4
o 6 o
9 a
~— 4 7
m 4 / i = »
2 15
0 0
1000 2000 4000 8000 16000 1000 2000 4000 8000 16000
number of atoms number of atoms

Fig. 1. Comparison of speedup of Tersoff potential (evaluated on the testing platform *)

Embedded atom potential (CPU) Embedded atom potential (GPU)

~&-Algorithm A: OpenCL vs serial ~ —#=Algorithm WA: OpenCL vs serial

~&-Algorithm A: OpenCL vs serial ~+—Algorithm WA: OpenCL vs serial

30 /

4 -
i /

a
;,'" 9 & 15 / _A
10 /
1 I I 5
0 0
1000 2000 4000 8000 16000 1000 2000 4000 8000 16000
number of atoms number of atoms

Fig. 2. Comparison of speedup of EAM potential (evaluated on the testing platform *)

One can see that Algorithm WA for the Tersoff potential provides greater acceleration than
Algorithm A, both for the CPU and GPU. That result is mostly associated with a large number of
arithmetic operations in the Algorithm WA. However, the higher value of the acceleration relative to
the serial implementation does not mean the optimality of the algorithm itself according to the
Table. 1. Algorithm A for Tersoff potential works 10 times faster on average in spite of atomic
operations with memory.

Embedded-atom potential contains less arithmetic operations compared to Tersoff potential. The
algorithms with and without atomic operations have approximately the same computational
complexity. In that case, the effect of atomic operations with memory results in decrease of the
performance. Thus, embedded-atom potential can be effectively implemented without atomic
operations and the optimal algorithm is similar to that for pair potentials. So the result for
embedded-atom potential is completely opposite to Tersoff potential (Table 1).

The last point is to note the influence of double precision arithmetic on the performance of GPU
computations. The corresponding comparison for Tersoff potential (evaluated on the testing plat-
form**) can be seen on Fig. 3. The speedup of algorithm depends on the floating point precision used
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for performance evaluation and the hardware. For Algorithm A large values of speedup can be
obtained for single precision arithmetic. For double precision the speedup is not as large and is similar
to the Algorithm WA. For Algorithm WA the difference in speedup between single and double
precision is not so clearly pronounced.

Tersoff potential (Tesla M2050) Tersoff potential (Tesla M2050)
«=4=Algorithm A: OpenCL vs serial (Single precision) «==Algorithm WA: OpenCL vs serial (Single precision)
«&=Algorithm A: OpenCL vs serial (Double precision) «=&=Algorithm WA: OpenCL vs serial (Double precision)
120 30
100 25
S 80 S 20
k-] !
o o
a 60 2 15
" )
40 10
20 5
0 0
1000 2000 4000 8000 16000 1000 2000 4000 8000 16000
number of atoms number of atoms
Fig. 3. The influence of floating point precision on the performance of Tersoff potential
Conclusions

Adequate modeling of nanostructures using classical methods requires accounting effects of the
many-body interaction which leads to the increase of the computational complexity of the algorithms.
Using GPU is the effective way of their acceleration. The performance of algorithms is greatly affect-
ed by the memory access patterns, floating-point arithmetic and some hardware features. Atomic oper-
ations are one of such patterns that are good or bad depending on the algorithm. As for the interatomic
potentials one should always take into account their types and the architecture of the computing sys-
tem for implementation. Some general notes can be seen as a conclusion.

Tersoff potential requires a significant amount of computation compared to pair potentials and
embedded-atom potential. Using atomic operations is the optimal approach to the implementation of
Tersoff potential. That gives significant reduction of the computational complexity. So the theoretical
analysis and performance evaluation show that using atomic operations with memory does not always
lead to poor performance. That is the case for Tersoff potential and can be assumed for other bond or-
der potentials.

Embedded-atom potential gives the opposite result. The best way to compute EAM does not
mean using atomic operations and critical sections. In that work such implementation was given just to
show that difference.

Performance evaluation shows a significant acceleration of the GPU algorithms for many-body
potentials. The average performance of the OpenCL algorithms is about 50 times compared to serial
implementations. Using GPU is a good way for accelerating algorithms for interatomic interaction and
particularly for the many-body interactions. OpenCL technology is universal tool to run the same algo-
rithm on different hardware architectures. GPU algorithms for interatomic potentials can be used as
building block of general molecular dynamics implementation for supercomputer systems.
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