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In this paper, we illustrates the ways to improve abilities of the computing environments by using virtual-
ization, single system image (SSI) and hypervisor technologies’ collaboration for goal to improve computational
abilities. Recently cloud computing as a new service concept has become popular to provide various services to
user such as multi-media sharing, online office software, game and online storage. The cloud computing is bring-
ing together multiple computers and servers in a single environment designed to address certain types of tasks,
such as scientific problems or complex calculations. By using virtualization technologies, cloud computing envi-
ronment is able to virtualize and share resources among different applications with the objective for better server
utilization, better load balancing and effectiveness.
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HOM cpeje ¢ IOMONIIbI0 TeXHOJIOTHIl BUPTYaJIN3aluu
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B 3T10ii paboTe MBI IOKa3bIBaEM CIIOCOOBI YBENNUCHHUS BO3MOKHOCTEH BBIYUCIUTEIBHBIX CPEJl C ITOMOILBIO
BUPTYyaJIU3aIlH, EIIHOTO CHCTeMHOro obpasa (SSI) n xommabopaiuu TEXHOIOTHI THIIEPBU30pa C HENbI0 YIIyd-
IIEHUs] BBIYMCIUTEIBHBIX BO3MOXKHOCTEH. B TMOCJIEAHEC BpEMsL O6ﬂa'-IHI)Ie BBIYHCJICHHS KaK HOBOC CEPBHUCHOC
MOHATHE, CTAJIU MONYJIAPHBIMU JIA oOecrieueHust Pa3JIMYHBIX CCPBHUCOB UIA IMOJIB30BATCIIA THIIA pas3ACICHUSA
MyJbTUMeHa, oucHoe on-line nporpamMHoe obecrieueHre, Urpbl 1 on-line xpanwimina. O6iauHble BBIYHCIIE-
HUS OOBEIMHSIOT MHOXKECTBO KOMITBIOTEPOB M CEPBEPOB B €IMHYIO Cpely, pa3paboTaHHYIO Il oOpalieHus
K OIIpeAeNEHHBIM THIIAM 3a]a4, TAKUX KaK Hay4YHbIC 33/1a41 WM CJIOKHBIE BhIYMCIeHHs. C MOMOIIBIO TEXHOJIO-
THH BUPTyaJHM3aliK cpesia O0NayHbIX BBIYMCIEHUH CIIOCOOHA BUPTYaJIM3UPOBATh M PA3ZEisITh PECYPCHl MEXIY
PA3IMYHBIME MTPUIOKEHUSMH C LIEJBIO JIyYIIEero UCIIOJIb30BaHMS CepBepa, JIy4IlIero OalaHCUPOBAaHUS 3arpy3Ku
u 3¢ exTuBHOCTH.
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Introduction

Now a day new technologies allow us to create relatively cheap multi-machine systems with
shared computing resource, simplicity to manage heterogeneous resources and control large amount
data transfer among them. Such systems provide relatively low computational cost, highly scalable,
have high levels of reliability are proven tools for designing, debugging and performance analysis of
parallel programs. The new approach is to combine virtualization technology with single system
image. Since few years, virtual machines were offered enhanced resource management, using features
such as live migration. SSI supports easier programming and administration for cluster environment.
After evaluating different configurations, we show that combining the approaches allows us to better
decisions challenges such as flexibility for the use of available resources and simplicity of use. In
other terms, virtual machines add a level of management flexibility between the hardware and
applications, while SSI provides an abstraction of distributed resources. Simultaneous use of both
technologies could improve the overall platform resources, productivity and efficiency of the cluster
running applications. Advantage of cloud computing is the ability to virtualize and share resources
among different applications in order to ensure better utilization of the server [Al-Kiswany et al.,
2011] [Nagarajan et al., 2007]. Cloud computing, a large distributed system that uses distributed
resources to provide services to end-users through the implementation of several technologies. Virtual-
ization technologies which are heavily relied on by the Cloud Computing environments provide the
ability to transfer virtual machines (VM) between the physical systems using the technique of live mi-
gration mainly for improving the efficiency [Sabahi, 2012]. Dynamic server consolidation through live
migration is an efficient way in cloud computing environments.

Hypervisor

A hypervisor, also known as a virtual machine monitor (VMM), is computer hardware platform
virtualization software that allows several operating systems to share a single hardware host. Each
operating system appears to have the host’s processor, memory and resources to itself. The hypervisor
is controlling the host processor and resources, distributing what is needed to each operating system in
turn and ensuring that the guest operating systems or virtual machines are unable to disrupt each other
[Yong, Network...]. In a virtual environment, the virtual machine monitor (VMM) is the master
control program with the maximum privilege level, and the VMM manages one or more operating
systems. Hypervisors are classified into two types:

Native hypervisors: Software systems that run directly on the host’s software as a hardware
control and guest operating system monitor. A guest operating system thus runs on another level above
the hypervisor. This is the classic implementation of virtual machine architectures.

Host hypervisors: Software applications that run within a conventional operating system envi-
ronment. Considering the hypervisor layer being a distinct software layer, guest operating systems
thus run at the third level above the hardware.

Virtualization

Virtualization enables the consolidation and pooling of resources so that they can be distributed
across a variety of applications to compensate for the limited resources and reduce growing business
needs. Virtualization provides a logical abstraction of physical computing resources and creates
computing environments that are not limited to the physical configuration or implementation.

Virtualization Methods
Operating System-Based Virtualization

Virtualization is enabled by a host operating system that supports multiple isolated and virtual-
ized guest OS’s on a single physical server with the characteristic that all are on the same operating

KOMIIBIOTEPHBIE UCCJIEJOBAHUA U MOJAEJIUPOBAHUE




Improvement of computational abilities in computing environments... 501

system kernel with exclusive control over the hardware infrastructure. The host operating system can
view and has control over the Virtual Machines [Sabahi, 2012] [Litty, 2005].
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Fig. 2. Operation System-Based Virtualization

Application-based virtualization

An application-based virtualization is hosted on top of the hosting operating system. This virtual-
ization application then emulates each VM containing its own guest operating system and related ap-
plications [Sabahi, 2012].
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Fig. 3. Application-Based Virtualization

Hypervisor-based virtualization

The hypervisor is available at the boot time of machine in order to control the sharing of system
resources across multiple VMs. Some of these VMs are privileged partitions which manage the virtu-
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alization platform and hosted Virtual Machines. In this architecture, the privileged partitions view and
control the Virtual Machines. This approach establishes the most controllable environment and can
utilize additional security tools such as intrusion detection systems [Sabahi, 2012; Litty, 2005].
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Fig.4. Hypervisor-Based Virtualization

Single System Image

SSI means that all the distributed resources are organized to a uniform unit for users, users can not
be aware of the existence of every node that makes up of the computer system. SSI includes some attrib-
utes such as single memory space, single process space, single 1/O space, single log on point, single file
system, single loads management, and so on. The key attributes of SSI are single memory space and sin-
gle process space [Rajkumar Buyya, 2001; Yong, Network...]. The SSI of a cluster can be implemented
on the hardware level, the under-ware level, the middleware level and the application level.
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Fig.5. Integration of Single System Image and Virtualization

Live Migration

Transfers applications on a guest OS to any other healthy node and also provide the pre-
migration mechanism where all the states are transferred before the application starts executing on the
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new healthy node. The sequence in which the live migration occurs is explained below [Desai, 2012;
Nagarajan et al., 2007]:
(a) Pre Migration: Whenever the migration is initiated, host inquires for available resources
and if found, it will reserve them for the process.
(b) Pre Copy: All the pages are sent to the new node while the guest OS still continues the ex-
ecution of the application. The changes made during this time are sent as dirty bits so that they
can be identified on the new node.

Analyzing performance

After all configurations, we analyzed the performance of our virtual distributed computing
environment. We manage heterogeneous resources, create a virtual computing clusters under the
control of a hypervisor and combine computing resources into a single computing system, which
shown in figure 5. Without virtualization technologies computing environment inability to control
computer processes and dynamic load balancing between nodes to improve performance during
execution of parallel and multi-threaded applications.
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Fig. 6. Performance Testing On Virtual Computing Environment
Conclusion

Virtualization, that is increasingly attractive for commercial systems, as implemented by a small
hypervisor that runs below the usual OS layer, has the same potential to benefit HPC applications in
the dimensions of flexible OS variety, productivity, performance, reliability, availability, security and
simplicity. Combination of virtualization and single system image allows processes to more easily
migrate between nodes in the cluster for better load balancing and effectiveness of the computing
environment [Mergen et al., 2003].
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